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HOLISTIC APPROACHES TO CYBERSECURITY ENABLING
NETWORK-CENTRIC OPERATIONS

HOUSE OF REPRESENTATIVES,
COMMITTEE ON ARMED SERVICES,
TERRORISM, UNCONVENTIONAL THREATS AND CAPABILITIES
SUBCOMMITTEE,
Washington, DC, Tuesday, April 1, 2008.

The subcommittee met, pursuant to call, at 3:06 p.m., in room
2212, Rayburn House Office Building, Hon. Adam Smith (chairman
of the subcommittee) Presiding.

OPENING STATEMENT OF HON. ADAM SMITH, A REPRESENTA-
TIVE FROM WASHINGTON, CHAIRMAN, TERRORISM, UNCON-
VENTIONAL THREATS AND CAPABILITIES SUBCOMMITTEE

Mr. SMITH. Good afternoon. I think we will go ahead and get
started.

There is only going to be one set of votes today. Regrettably, it
is likely to happen right in the middle of our hearing, so we will
just deal with that.

As we understand, Dr. Goodman has a time constraint. Hopefully
we will be able to accommodate that.

And you have someone who can sit in for you if you are forced
to leave. We will try to get at least your statements in and, you
know, get some questioning through and just break when we have
to.

I want to call the meeting to order, first of all, welcome every-
body here. I thank Ranking Member Thornberry for being here and
for our witnesses.

I will do introductions, say a few brief words, and then turn it
over to Mr. Thornberry for any comments he might have before
taking the testimony from the witnesses.

But I want to thank Dr. Seymour Goodman, who is the Chair of
the National Research Council Committee on Improving Cybersecu-
rity Research in the U.S.

Welcome.

Dr. James Lewis, Director and Senior Fellow for the Technology
and Public Policy Program at the Center for Strategic and Inter-
national Studies, better known to all of us on the Hill as CSIS.

And Mr. Franklin Kramer, who is a distinguished Research Fel-
low at the Center for Technology and National Security Policy at
the National Defense University.

Thank you for being here.

The topic of the hearing is cybersecurity, and we look forward to
learning from all of you how we can better deal with it. I know
what we are trying to do here and I know the effort of the Adminis-
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tration and more broadly in the cybersecurity community is to have
a holistic approach to what we are talking about.

Obviously, there are the basics. You don’t want anybody messing
with your network, and you try to set up the best firewalls and
passwords and blocks to anyone getting into that network. But, as
we know, that alone doesn’t do the job. Our networks throughout
the military are violated on probably a daily basis, if not more
often, to one degree or the another, sometimes harmless, sometimes
not. So we really need to develop a better strategy for preventing
that.

A piece of that, obviously, is improving our technology, improving
the quality of the software that we come up with to protect against
our networks being invaded. But the other piece of it is that there
is a human element to it too. How can we get the best and the
brightest people to be working on our systems? Do we pay them
enough to attract them and compete with the private sector to get
them here? And then how can we also set up the physical environ-
ment where our computer networks are to make sure that we are
stopping any access that way, to make sure we know who has ac-
cess to those varied computers, how the passcodes are set up.

I suppose I shouldn’t say this in a public hearing, but just in my
own little life, I have so many security codes for so many different
things, I tend to use the same one or two or three passwords. If
somebody spends just a little bit of time, they could figure out what
those are, and have a 33 percent chance with each guess of getting
it. We don’t want that same thing to be happening with some of
our more secure networks.

So what we are really focused on here this afternoon, then, is the
holistic approach. And we appreciate folks from out in the think-
tank world giving us their ideas on how we can do that and then
apply those to the Pentagon’s efforts.

And, with that, I will turn it over to Mr. Thornberry for any com-
ments he might have.

[The prepared statement of Mr. Smith can be found in the Ap-
pendix on page 29.]

STATEMENT OF HON. MAC THORNBERRY, A REPRESENTATIVE
FROM TEXAS, RANKING MEMBER, TERRORISM, UNCONVEN-
TIONAL THREATS AND CAPABILITIES SUBCOMMITTEE

Mr. THORNBERRY. Thank you, Mr. Chairman. And I agree with
you that it is critical that we have a holistic approach. In some
ways, I think some of the cyber issues are indicative of some of the
future security issues we are all going to face. It is not just a mili-
tary function. It is not just a governmental function. And yet it has
profound implications for our national security and, therefore, re-
quires attention from all of us.

This subcommittee, from its beginning, has spent a fair amount
of time looking at information technology the Pentagon was trying
to procure, including information assurance. We have gotten to the
point where I believe cyber is a domain of warfare and, therefore,
deserving of our attention. Our job is to try to understand where
we are and why it matters and then what directions things are
moving and then what we need to do about it.
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I appreciate the written testimony of the witnesses, particularly
where you made specific suggestions about organizational changes
or policy changes, technology. People was emphasized in a number
of them. This subcommittee does not have jurisdiction to solve all
of those things, but it is important for us to understand all of those
things. And hopefully we and other colleagues can do what is nec-
essary to protect the country.

So I appreciate you all being here and look forward to our ex-
change.

Mr. SMITH. Thank you very much.

I will now begin the testimony with Dr. Goodman.

STATEMENT OF DR. SEYMOUR GOODMAN, CHAIR, NATIONAL
RESEARCH COUNCIL COMMITTEE ON IMPROVING CYBERSE-
CURITY RESEARCH IN THE U.S.

Dr. GOODMAN. Thank you very much.

Mr. Chairman, distinguished members of the subcommittee,
thank you for the opportunity to appear before you today to discuss
the subject of holistic or comprehensive approaches to cybersecurity
enabling network-centric operation.

I am Sy Goodman. I am professor of international affairs and
computing at the Sam Nunn School of International Affairs and the
College of Computing at Georgia Tech. I recently served as chair
of a committee of the National Research Council on Cybersecurity
Research in the United States, and we produced a report entitled,
“Toward a Safer and More Secure Cyberspace.” We have a copy for
all.

And I would also like to introduce—accompanying me today is
Dr. Herbert Lin, who is sitting behind me. He is the chief scientist
for the Computer Science and Telecommunications Board of the
National Research Council. And as I have to leave around 4:15,
4:30 to go to Zurich, he may take over for me, as necessary.

Mr. SmiTH. That is a long way to go.

Dr. GoODMAN. Long way to go. Just came back from Ethiopia,
which was an even longer way to come.

Net-centric operations are the concept under which U.S. military
forces and mission partners have rapid access to relevant, accurate
and timely information and also the ability to create and share the
knowledge required to make superior decisions in an assured envi-
ronment amid unprecedented quantities of operational data.

These capabilities will depend heavily on modern information
technology, but commanders must be able to count on their avail-
ability when they need them, must believe that they are providing
uncompromised information, and must know that adversaries do
not have advanced knowledge of ensuing military activities.

My remarks will focus on the link between cybersecurity and net-
centric operation. Given the need for such operations to be con-
dﬁlcted in a secure environment, the U.S. must do at least two
things.

The first could be characterized as do what you already know
how to do. Many good cybersecurity technologies and practices
today are not being implemented, and the widespread deployment
of even relatively unsophisticated security measures can make it
more difficult for an adversary to conduct a cyber attack.
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The second could be characterized as learn more about how to be
secure. That is, even assuming that everything known today was
immediately put into practice, the resulting cybersecurity posture,
though better than what we have today, would still be inadequate
against today’s threat, let alone tomorrow’s. And I can assure you
the threat is evolving and becoming more serious. Reducing this
gap will require substantial and sustained investments in research.

To illustrate my description of necessary cybersecurity research,
consider the story of the USS Yorktown, an Aegis cruiser that was
the Navy testbed for Smart Ship technology in the late 1990’s and
an important element of the Navy’s concept for network-centric op-
erations. A widely used commercial operating system was installed
on the Yorktown to control a variety of important shipboard appli-
cations, including navigation and propulsion. In September 1997, a
crewman mistakenly entered an invalid number into a database.
He thereby caused a divide-by-zero error that crashed the network,
and the ship was left dead for several hours in the water.

What are some of the reasons for cybersecurity research that
might be drawn from this episode? First, net-centric operations
may have a very intimate connection to commercial information
technology. The Department of Defense (DOD) reliance on commer-
cial IT for all kinds of functions means that insecurities in the com-
mercial IT base may have a potentially devastating effect on vital
military operations.

Second, humans are part of any IT system. One might argue, as
the Navy did at the time, that it was therefore human error that
crashed the network rather than a problem with the network itself.
But because cyber adversaries are likely to be smart, inducing
human error is a strategy that an adversary might well employ.

Third, the testbed could have been designed to provide a backup
means for controlling ship propulsion so that a crashed network
would not leave the ship dead in the water. A decision to do so
would not have depended on detailed knowledge of cybersecurity
but, rather, on a philosophy of system design that anticipates fail-
ures and provides for ways for mitigating their impact.

Finally, the Yorktown was a testbed for new technology, and,
thus, one might argue that failure should be expected. But testbeds
often have a way of turning into production systems. That is, even
though we build testbeds thinking that we will start over once we
get serious about real-world application, in practice the design con-
cepts from these testbeds often remain embedded in the new gen-
eration. Thus, understanding how to provide security for legacy
systems is a vital dimension of cybersecurity research.

These comments are not intended to diminish the
conceptualization of cybersecurity as a technological problem, be-
cause in many ways it is a technological problem. One of the six
categories for research outlined in our report is blocking and lim-
iting the impact of compromise. Although this category is relatively
traditional, it also includes research on how to understand and con-
tain the damage from a penetration and how to recover quickly
from a successful attack. Because absolute security of an informa-
tion system never can be guaranteed, research is needed so that re-
covery from a successful attack can be accomplished as expedi-
tiously as possible.
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But cybersecurity is not only a technological problem. This is a
very important statement from a group like ours that is composed
largely of some of the most serious and accomplished technical peo-
ple in the country.

Consider, for example, that today a great deal of security
functionality is often turned off, disabled, bypassed, underutilized
or not deployed because it is too complex for individuals and enter-
prise organizations to manage effectively or to use conveniently. It
is easy to believe that in military organizations a senior com-
mander can simply order his subordinates to comply with all nec-
essary security measures. To some extent, this is true. Neverthe-
less, under the pressure of combat operations, it is often the case
that faithful execution of security procedures gives way to mistakes
and the expediency of circumventing those procedures if they are
cumbersome. Thus, good cybersecurity construed in purely techno-
logical terms may well be ineffective in an operational context.

Our report includes a category focused on promoting deployment
and effective use of cybersecurity technologies, and this category in-
cludes research on technology that facilitate ease of use by both
end-users and system implementers, incentives that promote the
use of security technologies in the relevant context, and the re-
moval of barriers that impede such use. Measures to provide incen-
tives and to remove barriers to the use of security technologies and
procedures may have legal, economic, psychological, social and or-
ganizational dimensions.

Consider also that net-centric operations, broadly writ, depend
dramatically on increased access and functionality afforded by mod-
ern information technology. But increased access also multiplies
the routes through which adversaries can attack, and increased
functionality requires ever more complex systems that are inevi-
tably—and I emphasize inevitably—riddled with vulnerabilities.
From a security standpoint, the consequence has been that our in-
creasing dependence on these technologies provides formerly weak
adversaries with unprecedented opportunities for attacking us.

In response, we need to reduce the likelihood that an adversary
will succeed in penetrating our cyber defenses and to increase the
ability to recover from successful penetration of those defenses. But
a third logical possibility, also addressed in the report, is to design
systems so that critical activities can take advantage of advanced
information technology whenever possible but do not require such
technology in order to basically function.

In some cases, this may mean providing adequate backup in case
the technology has been compromised. In other cases, it may mean
foregoing some of the advantages afforded by network-centric oper-
ations because the risk is just too great to manage, even with
backups in place.

Finally, I was asked to comment on coordination within the Fed-
eral Government of cybersecurity research. It was our impression
that the scope and nature of cybersecurity research across the Fed-
eral Government were not well-understood, that no entity within
the—and this is with all due respect to a lot of very good people
who are working these problems within the Government. But the
scope of what we were concerned with was really much larger than
what some of them can basically put under their domains. And
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then no entity within the Federal Government had a reasonably
complete picture, including classified and unclassified, of the cyber-
security research effort that the Government supports from year to
year.

The report argues for a sustained, coherent and comprehensive
approach to cybersecurity research. And the lack of a mechanism
for drawing this complete picture suggests that the U.S. Govern-
ment is not well-organized for supporting such an approach, much
less in welding the results together to comprehensively make cyber-
space safer and more secure.

I thank you, and I will try to answer any questions that you may
have.

[The prepared statement of Dr. Goodman can be found in the Ap-
pendix on page 30.]

Mr. SmiTH. Thank you, Dr. Goodman.

Dr. Lewis.

STATEMENT OF DR. JAMES ANDREW LEWIS, DIRECTOR AND
SENIOR FELLOW, TECHNOLOGY AND PUBLIC POLICY PRO-
GRAM AT THE CENTER FOR STRATEGIC AND INTER-
NATIONAL STUDIES (CSIS)

Dr. LEwis. Thank you for the opportunity to testify.

As you know and as we heard from Representative Thornberry,
we have seen new domains for conflict emerge in the last decade.
Cyberspace is perhaps the most interesting of these new domains
because the cost of attack is low and because it has been an area
of significant U.S. vulnerability that our opponents have exploited.

Computer networks and information technology can improve per-
formance for both businesses and for militaries when they are used
to provide better information and coordination. We are just begin-
ning to develop the organizational structures and tactics that can
make full use of the new technologies to provide informational ad-
vantage.

But at the same time, these technologies have created
vulnerabilities. Our opponents have seized the opportunity pre-
sented by these vulnerabilities to engage in an extensive espionage
campaign against the United States.

It is also possible that when intruders access U.S. computers to
steal information, they leave something behind. We cannot say that
a network that has been penetrated has been infected with hidden
malware that could be triggered in a crisis.

China and Russia are the most dangerous of our opponents.
China has resources and is willing to spend them. Russia has expe-
rience and skill. However, China and Russia are not the only na-
tions interested in cyber warfare, nor are nation-states our only op-
ponents. The emergence of a skilled cyber-crime community has se-
rious implications for U.S. security.

While we have underestimated the risks of espionage and cyber
crime, the risk of cyber terrorism is overstated. Terrorists make ex-
tensive use of the Internet, but cyber weapons are not yet suffi-
ciently lethal to attract their use.

Last year, we crossed a threshold in cyber attacks with noisy
demonstrations launched by a foreign intelligence service against
Estonia and with massive sustained attacks on U.S. Government
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networks and the networks of allied countries. These attacks
prompted the U.S. to begin a major new initiative to secure Gov-
ernment networks. Many of the initiative’s elements are highly
classified, but we know that it allocates more money and personnel
to cybersecurity and directs a number of actions by different agen-
cies.

These are positive steps, but difficult issues remain. One such
issue is coordination with the private sector. We need to rethink
how the Government interacts with the private sector on cyberse-
curity.

Another issue is international cooperations. Attacks come over a
global network. A national effort can only provide part of the solu-
tion. The U.S. will need to work with its allies and perhaps even
with our adversaries to improve cybersecurity. Better international
security could deter cyber crime. In some countries, criminals face
1i}’lct1e risk of prosecution. Only international cooperation will change
this.

Other forms of cyber deterrence, however, are less practical. It is
difficult to deter if you cannot predict the degree of collateral dam-
age to innocent networks. It is even more difficult to deter if you
do not know who is attacking. The Internet is too anonymous and
too easily deceived. The attacks on Estonia highlighted the problem
of anonymity. Identity management must be improved for better
cybersecurity.

Federal organization, as of course you know, remains a problem.
There is no agency fully responsible for cybersecurity. Better orga-
nization is crucial.

Federal organization, strategy, coordination with the private sec-
tor and allies—these and other issues remain challenges despite
the progress made by the President’s cybersecurity initiative.

Much can be done in the time left in the Administration, but
much will be necessarily remain unfinished. Presidential transi-
tions are a moment of opportunity. The first year of the next Ad-
ministration will provide an opportunity to take the cybersecurity
initiative and advance it.

To help the new Administration think about this opportunity, the
Center for Strategic and International Studies has established a
nonpartisan commission on cybersecurity for the 44th presidency.
Our goal is to look at cybersecurity as a problem for national secu-
rity. It has often been regarded as kind of a boutique issue, and
I think it is time to recognize that it has moved well beyond that.
We hope to develop recommendations for a comprehensive strategy
for Federal systems and critical infrastructure, and we want to ex-
plore new ways the Government can engage with the private sec-
tor.

CSIS intends to make the work of the commission an inclusive
process and has asked other experts and groups to participate in
the development of recommendations and to make presentations on
substantive issues.

To summarize, the attackers have the advantage in cyberspace.
The U.S. is behind the curve. The Administration’s initiative is
good, but it won’t be finished by the time they leave office. A new
Administration will inherit both challenges and opportunities. Our
hope is that CSIS can help identify some of these opportunities.
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When we think about network-centric activities, the U.S. has a
clear advantage, but this advantage is eroded by our uneven ap-
proach to cybersecurity. We will never have perfect security, but we
can reduce the opportunities for our opponents to gain advantage
against us.

I thank the committee and will be happy to take any questions.

[The prepared statement of Dr. Lewis can be found in the Appen-
dix on page 58.]

Mr. SmiTH. Thank you very much.

Mr. Kramer.

STATEMENT OF FRANKLIN D. KRAMER, DISTINGUISHED RE-
SEARCH FELLOW, CENTER FOR TECHNOLOGY AND NA-
TIONAL SECURITY POLICY, NATIONAL DEFENSE UNIVER-
SITY

Mr. KRAMER. Thank you, Mr. Chairman and members of the
committee. I am very happy to be here.

Like my colleagues and like the Chairman and the ranking mem-
ber, I think that cyber needs to be looked at as part of what I
would call an effective national and international framework as
part of an overall national security strategy.

And I think we also need to make sure that when we think about
cyber, we don’t simply equate it with the Internet, although that
is certainly part of it. But, as people have mentioned, military net-
works, but also influence operations like TV and radio, cell phones,
applications and the like. So it is a big world out there; it is not
just an Internet world.

And we also need to think about the fact that it has changed so
much in the last 10 years, we ought to be expecting that it will
change a great deal in the next 10. And so whatever frameworks
we create, we want to make sure that they are not constraints on
the expansion of cyber but that they enhance the expansion of
cyber. So it needs to be an adaptive approach rather than a static
one.

On the security side, as the committee’s title for this hearing in-
dicates, I agree, it really needs to be holistic. We need to look at
organization. We need to look at classic security. We need to look
at R&D and funding, I think deterrence, network-centric operations
and international, all of which have been suggested.

My first recommendation to the committee is that there really
needs to be created within the executive branch a new organization
that would take a holistic look at the cyber set of issues. It prob-
ably ought to be at the White House level. In my opinion, it ought
to be something along the lines of the Council of Economic Advi-
sors, which is a policy organization, not an implementing organiza-
tion. And it ought to look at and have the ability to deal with the
multiple problems, the multiple arenas, the multiple authorities, to
integrate and also to integrate with the private sector.

There is no place in the Government that now does this. And in
the absence of an overall approach, everyone is trying to do the
best they can, but it is not coordinated. And, therefore, the sum of
the parts is far less than what the whole ought to be.

If you had that organization, then you really could look at what
I might call the classic security kinds of questions. And there we
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all know that cyber is not secure; that is perfectly clear. The ques-
tion is, how much risk do we want to take, and what is the rela-
tionship between the security and the functionality that we want
to adopt?

If you think about it, the more Internet sites you go to, the great-
er chance you have to downloading a virus. But if you don’t go to
Internet sites, you don’t make use of the Internet. So there is a
trade-off. I mean, you need to think about that and not expect to
have 100 percent security throughout, but some areas you might
really want to do it.

In my opinion, where we are on cyber is a little bit like where
we were in the early 1970’s with respect to the environment. We
know there is a problem, and we are just starting to create the
framework. And I think that the Government really needs to take
what I would call a much more directed approach to cyber and
take, I would call it, a differentiated security approach.

There are some areas that I think are just indispensable net-
works; some key military networks are indispensable. We really
can’t afford to lose those at all for any period of time. There are
other networks that I would call key—I mean, just my words—and
they might be the electric grid or certain parts of the financial
arena or maybe the communications grid. I mean, we have had the
electric grid go down for other reasons for a short period of time,
but if it went down for a long period of time, that would be cata-
strophic. And then the rest, if you will, of cyber, and you might dif-
ferentiate between say an individual, a small business and busi-
nesses.

If you think about those three different elements, for the indis-
pensable areas, I think the Government needs to provide the secu-
rity. It needs to do the monitoring, it needs to create the possibility
of response, it needs to create resilience, it needs to do reconstitu-
tion. It does the whole nine yards. For something I would call key,
you are going to have a public-private involvement. So you have to
work closely there, but the Government might also provide some of
the security and provide some of the monitoring and the like. And
then for the rest, the Government can encourage and incentivize
and the like.

Now, as soon as you get into the private sector, you are imme-
diately going to have very important privacy and civil liberty ques-
tions which this committee and other committees in the Congress
have raised. So there really needs to be a dialogue on this with in-
dustry, with the American people, with the executive branch. And
this committee could start that dialogue.

But the upshot of what I am saying is that we really need to
think that we are going to spend some time—and it will take sev-
eral years, just like it did with the environmental area—to create
the statute, the regulations and the framework that would allow
you to appropriately protect the indispensable, the key and the
other networks.

Part of what you need to do to do that, I think, is to create what
I would call national cyber laboratories. We don’t really have those
now. We have national laboratories for nuclear. We have national
laboratories for energy. We ought to have national laboratories for
cyber. It is a whole new world, and we ought to think about it. Pri-
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vate sector does a lot of good research, very good research, but it
is focused, appropriately, on the profit motive, because that is what
the private sector is about. The DHS’s cyber R&D budget for last
year was less than $50 million. That is really not quite enough.

So I would suggest a three-part approach, where we increase
funding to agencies like the DHS, more funding for R&D, we
incentivize the private sector and use them for Government-type
research, but we also create a national laboratory-type structure.
And, again, I think this committee could think about that.

We ought to also, as you think about security, not to only think
about the defense. We have spent a lot of time thinking about de-
terrence, and I think that deterrence is more possible in the cyber
arena than most people think. And I think there are four things
that I would propose for you.

First of all, one shouldn’t think about cyber deterrence as just
cyber versus cyber. I can’t think of anything really relatively more
dumb than if somebody attacks you, to go and burn out his com-
puter. He is going to have a second computer on his desk. What
we really need to think about is deterrence in the context of overall
deterrence—political, military, economic and cyber—and then think
about what the appropriate responses would be.

We need to differentiate state from nonstate actors, because a
state actor normally acts for political movies, and you can think
about ways to deter those political motives.

We would probably want to think about different thresholds. If
it is a very large attack, we are certainly going to respond strongly,
and we should respond strongly. A smaller attack, perhaps it is a
law enforcement opportunity.

And then, as was already raised, we really need to do work on
attribution. I think we are a little better than some people think
we are, but there is no question whatsoever that we need R&D on
attribution. And we also need a governing structure, an inter-
national structure that allows for attribution and also a framework
in which to respond. So, for example, what is NATO going to do
if there is an armed attack? Estonia was a wake-up call, but what
about the next time? How are we going to deal with these things?

A number of people have already raised the network-centric oper-
ations problem. We rely on it. I was in the Defense Department
twice for President Clinton’s Assistant Secretary for International
Security Affairs. I couldn’t possibly more strongly support network-
centric operations. But it does create a vulnerability. It means that
people can have asymmetric attacks against us.

So what should we do about that? I think we need to do a lot
more red teaming, vulnerability assessments. I think we need to
figure out how to do what I would call blue teaming. How do you
operate degraded? Cyber is not the first area where we would think
that we would operate in less than perfect conditions, and we need
to figure out how to operate with which you might call mission as-
surance. And, as has already been suggested, research and develop-
ment on this area is very important; building that concept of vul-
nerability into the acquisition cycle and deciding which risks one
wants to take and which risk one wants to avoid and making that
requirement. And, again, this committee could raise that kind of
question.
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And the last point I would make is the international point. There
is no point in thinking about cyber from a national point of view,
because cyber simply isn’t just national. It is national, but it is na-
tional integrated into the international arena.

So we need to do a number of things. I mentioned NATO already.
We need to create a dialogue about what constitutes an attack
within the meaning of the treaty or even not within the treaty but
just, what should NATO do? There is going to be some statements
about cyber made at the summit that is ongoing right now, but
those are just first steps, so we really need to do more.

We need to think about an international governance structure.
The current governance structure for cyber, particularly the Inter-
net, is historical but not logical. There are a lot of countries who
are pushing at that governance structure. That is not a reason to
change it; it has actually worked well for us. But they will push
at it, and we don’t have a good structure to support us in the secu-
rity arena. We don’t have a good structure to help on the law en-
forcement side. We might want to expand, for example, the Euro-
pean Convention on Cyber Crime, have more countries develop it.
So the last point I would make is that we need to think about cyber
internationally.

With that, let me finish, Mr. Chairman, and I would be happy
to answer your questions.

[The prepared statement of Mr. Kramer can be found in the Ap-
pendix on page 65.]

Mr. SmITH. Thank you, Mr. Kramer.

Before we take questions, we did have a statement for the record
submitted by the Director of Defense Information Systems Agency.
Without objection, we will put that into the record for the hearing.

[The information referred to can be found in the Appendix on
page 81.]

Mr. SMITH. With that, I want to award the members of the com-
mittee for showing up. And I will pass, actually, on my questions.
And Mrs. Gillibrand is first on our side, so I will yield my time to
her to ask the first questions.

Mrs. GILLIBRAND. Thank you, Mr. Chairman.

I liked your idea of a national laboratory for cybersecurity. Is
that consistent with having a Cabinet-level position for cybersecu-
rity, or would that be done separately?

Mr. KrRAMER. I think you could do the two in parallel. In other
words, the national laboratories, say, for energy are actually run,
to some extent, by universities, but you still have a Cabinet-level
Energy Department.

I think what you would want to think through is you would want
to look at the places, some of which were mentioned, where work
is being done and decide whether the best way to do it is to expand
on current activities or do you really want to create a whole new
activity. And you might—I am going to make a guess here—you
would probably end up using some of what already exists and then
creating some new ones. And I probably wouldn’t just have one;
competition is usually good.

Mrs. GILLIBRAND. Because right now I think the majority of our
research and development is through the armed services, particu-
larly through the Air Force right now. So would this be something
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we are doing in complement with the Air Force? Or would it be
something that would be done instead of? Please give me more de-
tail about what you envision would be your ideal scenario.

Mr. KRAMER. I love the Air Force. I don’t think—and it has cre-
ated the Cyber Command, but it is early days. And I think that a
lot of people are doing a lot of efforts and particularly at

Mrs. GILLIBRAND. Would you consolidate that all under this one
Cabinet position?

Mr. KRAMER. I wouldn’t. I think what I would be inclined to do,
as I said, is create laboratory—I am going to call them commu-
nities, maybe like Los Alamos or Livermore and the like. But in
parallel to those kinds of activities, I would also probably have the
more functional efforts by the services that would be more focused
on, if you will, the applications.

And one of the reasons, at least from my perspective, is because
we don’t really know all of the places where we are going to go and
we don’t really know necessarily how to get there. I mean, Dr.
Goodman and his group proposed a very extensive program of re-
searﬁh and development. I would like to have a lot of people work
on that.

Mrs. GILLIBRAND. Uh-huh. In terms of if—well, you have all
briefed various aspects. Obviously, there is the military concerns of
cybersecurity and attacks from either a state actor or a nonstate
actor. And that has separate questions of whether we have to ad-
just the laws of armed conflict to reflect these types of attacks and
how we would retaliate. And you raised those questions, which I
would like to perhaps hear more about your views.

But the other types of attacks, whether it is on civilian targets,
such as our electric grid, such as our water systems, such as any
chemical plant or nuclear plant or any infrastructure, to the extent
that work is now being done solely under the military, is your view
that the reason why you have this Cabinet-level position so that
you would have another avenue for addressing not only research
and development but for creating plans of action for national secu-
rity on, perhaps, areas that are not necessarily typically under the
purview of our military; they are not more under the purview of
Governors and States and civilian control issues?

Mr. KRAMER. And the Department of Homeland Security (DHS),
as you know, has a substantial role in cyber protection. So it really
is a combination, in some sense, of the military and DHS.

But the short answer to your question is yes. The reason I would
like to have an overall look at it is because I don’t think that we
are really taking, to use the committee’s word, a holistic look. And
I think the only place you can do that is if you have someone that
has the Presidential perspective and then can focus on where re-
sources need to go—we don’t have infinite resources—and how they
might coordinate and the like.

For a time, there was an office in the National Security Council
that did some of this, and I just think that there needs to be a
White House perspective.

Mrs. GILLIBRAND. Uh-huh. In terms of, you know—I would like,
Dr. Goodman and Dr. Lewis, your thoughts on these as well—in
terms of their idea about having public-private relationships, par-
ticularly perhaps the R&D stage, over the next 5 years, where we
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are trying to get the brightest minds in the entire country focused
on cybersecurity, defensive postures and the other issues that have
been brought up, if you do that, what would be your top rec-
ommendations about how to do that and how to be able to keep the
security levels that are necessary?

You know, one thing I have been challenging our military leaders
on is, how do you expect to recruit the minds and the young folks
that are coming out of these great engineering universities around
our country to join the military, to have a military training and
mission to do this kind of work?

And so one obvious answer is you recruit but you also create pub-
lic-private partnerships in the meantime to get the best minds.
Just quick thoughts on that, and then I have to return it to the
Chairman.

Mr. KRAMER. Want to jump in there?

Dr. LEwis. Go ahead.

Dr. GOoDMAN. There is a very broad range of possible answers
to what you have asked. Let me just bring up a couple of examples
of how to respond to the range of questions that you have.

The fact of the matter is that, in this country and in most of the
world, these enormous infrastructures that we will collectively call
cyberspace are largely owned and operated by the private sector.
Most of the vulnerabilities, in the sense of users being vulnerable
and introducing perhaps inadvertently vulnerabilities, are also
from the public sector. Our governments, not just the U.S. Govern-
ment, are really smalltime players in a cyberspace that includes
1.5 billion users on the Internet alone worldwide, and it comes to
ground in 200 countries. And the only thing growing faster and
that is more extensive are the 3 billion users of cellular telephony
in the world. And, again, even in countries that have very weak
private sectors, the private sectors really own and operate, and
they may be even foreign companies.

So what can governments do in this regard? There are analogies
in other areas that have not been very well-pursued, and they have
to be pursued very carefully because the dimensions of cyberspace
and the range and number of stakeholders is so great and they
don’t share, sort of, common vulnerabilities or interests.

But we have, throughout other emerging technologies that have
caused problems from a safety and security standpoint, we have
fairly successfully brought these things into a kind of satisfactory
level by what might be described as required mandates from Gov-
ernment. Not strong forms of regulatory control, as we had, for ex-
ample, when AT&T ran the national carrier; in fact, that is dis-
appearing from most of the world’s telecom. But the analogy that
I like is, the carnage on highways has at least been partially
brought into satisfactory levels with, if you like, required mandates
for seatbelts and airbags.

People came up with technologies that were clearly going to be
useful. The private sector resisted both technologies very seriously.
The Government and lots of private people not vested in the indus-
try saw to it that some very reasonable required mandates were
passed that smooth out the problems of competitive advantage by
insisting that everybody have these things. They didn’t turn out to
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be all that expensive. And they have arguably made a huge dif-
ference with regard to safety in the automobile world.

We have some analogies in the telecommunications world. We
have some, if you would like, regulations——

Mr. SMITH. I am sorry, Dr. Goodman. I wanted to get a couple
more questions in before we buzz for our votes.

Dr. GOoDMAN. Oh, okay. In any case, let me make two com-
ments. One is that some very thoughtful mandated requirements—
I won’t use the word “regulation” because it is usually too strong—
can probably be put together to really make a significant dif-
ference.

Second, with regard to getting good people in the Government,
there is, in fact, a major NSF program, and I am the PI for this
at Georgia Tech, called Scholarship for Service that attracts some
very, very capable people from around the country, students who
acquire typically a master’s degree, with specialties in cybersecu-
rity. And the program has created cybersecurity programs. And
these people very willingly have to have at least a 2-year obligation
with Government. And so far, most are sticking with it. It is a
great way to get good people in Government, and it is not hard to
find people who want to serve.

Dr. LEwis. Can I throw in three quick words, Mr. Chairman? It
will be real quick.

Public-private partnership, you have got a couple of models you
could look at. You have something that used to be called the Na-
tional Institute for Strategic Technology Acquisition and Commer-
cialization (NISTAC). It was at DOD. It is a coordination between
the big service providers and the Government. Another model
would be the North American Electric Reliability Corporation
(NERC) and the Federal Energy Regulatory Commission (FERC),
what they do with energy.

But something you could also look at that might fall under this
committee’s jurisdiction is acquisitions. And DOD is doing some in-
teresting stuff in using its acquisitions to drive better cybersecu-
rity. Part of the new initiative is something called the Federal
Desktop Core Configuration. This came out of Air Force, and it
mandates a more secure desktop. So there are some areas where
we have existing models that would be useful, some of which come
out of DOD.

Mr. SMITH. Okay.

I really have to try to move on.

Mr. Thornberry.

Mr. THORNBERRY. Mr. Chairman, I would yield to Mrs. Drake for
any questions she may have.

Mrs. DRAKE. Thank you. I will be quick so maybe we can get an-
other one before we go vote.

First of all, thank you all for being here. And I think this is a
topic that is so timely, and you have given us a really good over-
view of it.

My question is, what are we doing today? Is it within each dif-
ferent agency—Homeland Security, FBI, CIA, DOD, here within
Congress? Is everybody doing their own thing? And is it all dif-
ferent? Or is this agency you talked about, Director of Informa-
tional Services, are they spearheading trying to bring it together?
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I mean, I know you have proposed this new group to do it. But
what are we doing today?

Mr. KRAMER. The DHS has the lead, the Department of Home-
land Security. And there—although it is a classified program, I
don’t want to go into it here—there has been a new initiative that
newspapers have talked about. So I think there is an effort to be
more combined.

But I think the long and the short of it is that the agencies are
not working as well together as they ought to be. And every year
the GAO puts out a report, for example, on how well at least the
GAO thinks that the agencies are doing in terms of security. And,
speaking loosely, everybody fails.

Mrs. DRAKE. Okay.

Thank you, Mr. Chairman.

Dr. GOoDMAN. May I make a quick response to that that is in
some ways more fundamental?

The basic architecture and organizational and service structure
of the Internet in particular but lots of these networks and cellular
telephony fundamentally pushes defense to the end-users. And so
it makes not only the kinds of organizations that you have in Gov-
ernment basically forced to think first and foremost of defending
themselves, but it makes all of us—Mr. Smith mentioned that he
has some problems, perhaps, defending his own computers. That is
true of all of us.

And this is fundamental in the architecture and the service-pro-
viding infrastructure that we have out there. Defense is pushed to
the end-user. The end-user has to fend for itself, whatever organi-
zations or people that are involved.

And given the growing sophistication of the kinds of attacks and
attackers that there are out there, we are all, including all the
members of my committee, increasingly unable to defend ourselves
against the sophisticated, innovative attacks that are taking place
out there.

Mrs. DRAKE. Dr. Lewis, did you want to comment?

Dr. LEwis. I think the ball game has changed a lot in the last
couple of months, and so we probably need to take a look at that.
There is a lot more coordination.

I would have said the Director of National Intelligence has a
major role in this. And there has been a little bit of a turf fight
Eetween DOD, DNI, DHS. I think that is resolved, but I don’t

now.

So we are better than we were would be the short answer.

Mrs. DRAKE. Thank you.

Mr. SMITH. I think one of the questions I have had—we certainly
see the threats. This all over the place. There are a lot of systems
to protect, a lot of threats coming from a lot of different directions.
We haven’t yet here had a big catastrophic attack. And I think that
is perhaps one of the things that sort of lulls us.

Because a lot of the suggestions that you are talking about come
into a lot of money. And I think if we are going to be setting up
labs that are for cybersecurity, if we are going to be setting up a
new agency, I envision something sort of like the National Counter-
terrorism Center where someone is pulling it all together, looking
at all the threats and then working with DHCs, we are talking a
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lot of money. And if we are going to sell people on that, we have
to get over the fact that, as of yet, you know, despite all the weak-
nesses we have talked about, we have not yet been severely struck.

Am I wrong about that, first of all? And second of all, why? What
is the answer to that, given all the vulnerabilities that we hear
about repeatedly, not just in this hearing but elsewhere?

Dr. LEwis. We are looking at the wrong things. We got off to a
bad start 10 or 15 years ago by thinking this would be an electronic
Pearl Harbor. So people are still looking for flames and buildings
blowing up. That 1s not going to happen. It may happen in the fu-
ture. The real crisis, though, has been the loss of intelligence, the
loss of information, the information and intelligence successes. And
I think we have had some major failures in the last year or two,
even more, that I would qualify as creating the kind of crisis you
are looking for. It is a different kind of Pearl Harbor, but we have
had serious problems that we can’t ignore any more on the intel-
ligence side.

Mr. SMITH. Dr. Goodman.

Dr. GOODMAN. A quick response to that is, ask yourself, who are
the most capable people of benefiting from doing malicious things
on the Net, or the Nets? And the answer is that it is probably, at
least so far, not in their best interest to have caused any kind of
catastrophic failure. They are doing extremely well, whether it is
criminals, whether it is foreign intelligence agencies and what have
you

Mr. SMITH. Gathering information.

Dr. GOODMAN [continuing]. With things the way they are, wheth-
er they are making money, whether they are conducting their own
business through these networks. We have set up a wonderful in-
frastructure for them to operate in their own best interests, and
they are doing wonderfully well out there. Why would any of them,
at least under current kinds of conflict situations—maybe if there
is a serious war with China or what have you, this could change—
but why would any of them want to bring it down?

Mr. SmiTH. The question would be al Qaeda and the terrorists
that would want to cause us as much economic damage as possible,
so if they could hit our network and take it down, causing us mas-
sive economic damage, they would want to do that, I would pre-
sume.

Unfortunately, we have to go vote. And I have a heart to stop
shortly after 5 o’clock. We have three votes. We should be able to
be back here before 4:30. I will come right back after the last vote.
Any other members who want to come back, I thank them for their
patience.

Thank you.

[Recess]

Mr. SMmITH. I think we will go ahead and get started. I don’t
know how many other members will be back this late in the after-
noon. I have some questions, I am sure Mr. Thornberry does as
well; so we will take a stab at that. And actually, if you could just
identify yourself for the record, standing in for Dr. Goodman there.

Mr. LIN. My name is Herb Lin, Chief Scientist from the Com-
puter Science and Telecommunications Board of the National Re-
search Council.
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Mr. SMITH. Welcome. Thank you for joining the panel. Actually,
I will go ahead and yield to Mr. Thornberry, if for no other reason
than because I haven’t had a chance to look back down at my
notes.

Mr. THORNBERRY. Well, I haven’t found my notes. They sort of
disappeared while we were gone. Not that they were all that great
a thing, but—I don’t know, I made several notes while we were
going, and they seem to have disappeared.

Let me ask this. Has any of you all’s organizations looked at the
question I think that Ms. Gillibrand asked about the authorities—
Title 10 authorities and perhaps Title 50 and other things on
cyber—and had any suggestions on what Congress ought to begin
to think about when it comes to what constitutes an attack on our
Nation; what is the proper, you know, role of the military, et
cetera, et cetera? Has anybody gone down that trail yet?

Dr. LEwis. We actually came up with a list that I can share with
the committee of the various laws, including the laws covering
DOD, that affected cybersecurity. It was, unfortunately, a long list.
If T remember, we felt like we didn’t finish it, but we had three
pages, including Title 10, a lot of authorities. And one of the things
I hope we can do is go through and figure out where the authorities
need to be deconflicted.

One the things that has come up several times in discussions I
have had with other people is the need for some sort of doctrine,
a cyber doctrine for the U.S. And you know, knowing DOD as you
do, you know that there is doctrine for everything. We don’t have
a national cyber doctrine. So that might be a useful place to look
at. But deconflicting the authorities is really going to be com-
plicated because

Mr. THORNBERRY. That is the easy part, deconflicting. To make
sure the authorities are there for the advancements, I think that
is even harder.

Mr. SMITH. Yeah. I want to dive in there, because what is some-
thing that really strikes me as challenging about this from your
testimony in the cybersecurity arena is sheer volume. You talk
about coming up with sort of a national—I forget the word you
used, “strategy” or:

Dr. LEWIS. Strategy.

Mr. SMITH. It was something you had just said a moment ago.
And I guess the problem I have with that is, you know, there are
so many systems out there that are different. And also the talents
of the people that you have working on those systems are different.
And how you are going to set up your network is going to have to
match both; both the talents and the relative technology 1Q, if you
will, of the people working there and the systems.

I mean, are we in a situation in cybersecurity where it sort of
defies an overarching plan and a centralization? And you can cor-
rect me if I am wrong here, but I am thinking in a National
Counterterrorism Center sort of model where we had all these or-
ganizations engaged in counterterrorism and intelligence gath-
ering, but there was a concern about stovepiping and no sort of
comprehensive strategy. Well, once al Qaeda emerged as a central
threat it is like, okay, anybody affiliated with them, we are track-
ing those targets, we can put the National Counter Terrorism Cen-
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ter (NCTC) up top, have them keep track of that stuff, and it has
worked reasonably well.

I just wonder in the cyber arena is there just such a sheer vol-
ume of vulnerabilities and areas here that it defies that sort of cen-
tral coordination?

Dr. LEwis. What I have thought in the past, speaking for myself
now, is there is this, you know, huge profusion of different net-
works, different technologies, different actors. You can do a couple
things, though. The first is there are some networks that are more
important than others—and you heard that, I think, in Mr. Kra-
mer’s testimony—the financial network, the telecom network, the
electrical grid; maybe the fuel supply, the Petroleum Oil Luricants
(POL) pipeline, government services like DOD. So you can narrow
it down and say if those networks continue to operate, we will be
able to continue to function as an economy and our military capa-
bilities won’t be badly damaged. So focusing in on key networks
would be a good first step.

The second part is, you know, I do think you can come up with
a strategy. The strategy has to be linked. And I think that was im-
plicit in all our remarks. It has to be linked to some new organiza-
tion. And the stovepiping problem, you are very familiar with it
from DOD. This is why we had the Department of Defense and
then why we had Goldwater-Nichols, and now we have tried it with
DHS to break stovepipes, put them all in one place. Tried it with
the Director of National Intelligence (DNI). So you can rate the ef-
fectiveness of those attempts differently, but I think we need to
make a similar kind of attempt for cybersecurity. How do we get
people to work, you know, across agency boundaries, and whether
that is a Cabinet office or something else?

Mr. SMiTH. Mr. Kramer, you are shaking your head as he is
speaking.

Mr. KRAMER. Going to the Title 10, Title 50, I mean I dealt with
that, so to speak, in real life when I was in the government. I think
on that there have been some advances. And you are going to
have—presumably you are going to have classified hearings, or
have had classified hearings, and that will come right up.

But there are efforts, substantial efforts to deal with that issue.
But I do think, I do think we have made progress in terms of what
I am going to call—I keep calling it classic security, you know, the
defensive side of security, the new initiative. Again, you are going
to have hearings on these, I presume.

One thing I think that would make a big difference which would
help is if a lot of aspects of cyber were either declassified or sub-
stantially reduced in classification. This is an area in which I think
it is wildly overclassified. And if one compares cyber to electronic
warfare, which is not all that different, but cyber is normally way
up here in classification, electronic warfare has some programs
that are up there, but a lot that are just sort of what I call secret
level classified, and a lot of principles and the like that are not ac-
tually classified at all, and it makes it a lot easier to integrate that
both into military operations and to have people talk about it.

So again, something I would encourage the committee to look at,
and you know, obviously, the Vice Chairman, for example, the cur-
rent Vice Chairman is obviously very interested in this issue, and
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he is someone who I have talked to about the classification issue,
and I would encourage you to do it.

Mr. SmiTH. Okay.

Mr. THORNBERRY. I wanted to ask the two of you all, I thought
Mr. Kramer’s differentiation of the networks that are most valu-
able, where the government has a responsibility to actively defend
versus a lesser network where the government has less, versus—
makes some sense to me. And I think, Dr. Lewis, you implied in
your last answer that probably that does.

But I want—you know, you always hear whatever it is, 94 per-
cent of the network is in private hands. That doesn’t mean all 94
percent is of equal value to the security of the Nation, which is
where we are coming from here. But I wonder if you agreed with
that idea of having tiers and different levels of responsibility for
those tiers.

Dr. LEwis. Well, the tiered idea makes a lot of sense because
there are some things that—you know, the electrical network is the
best example. If the electricity goes off, nothing works. So we have
a responsibility, the government has a responsibility to ensure that
it continues to supply power.

What the complicated part is that there are so many different
agencies that currently have some piece of making sure the elec-
trical power grid continues to deliver. You have got the Department
of Energy, you have got the Nuclear Regulatory Commission, you
have got the State commissions. You get into a very complicated—
you have got DHS to some extent—complicated situation where
each of them say, You should do something. They don’t always say
the same thing.

There are a few other networks, you know, financial, where you
know you have multiple regulators. So that is one of the issues for
us is multiple laws, multiple requirements, multiple regulators for
these few crucial networks. And working through that is going to
be very difficult.

Mr. LIN. I think from the perspective of the National Research
Council (NRC) report, we say that it is really hard to make—al-
though the separation into tiers of different responsibilities may
make some conceptual sense—it is hard to make that separation
operationally. I mean you know, my dad’s personal computer is on
a public—you know, is connected to an Internet service provider
that will be used in a botnet attack against something critical. And
so being able to separate them cleanly is kind of a problem.

Mr. THORNBERRY. Yeah. And I guess, Mr. Chairman, that leads
me to the other part of this. I think you have each in the testimony
talked about the international—need to have international. So does
that mean—because it is hard to separate, particularly with the
Internet, does that mean we are put in a position of defending the
whole global Internet? How does geography interface with this
need to have greater international cooperation?

Mr. KRAMER. Can I jump in on this? I think one of the things
I think is really important is to recognize that just because we
can’t do everything doesn’t mean we can’t do some things, and also
that this is going to be an incremental-type approach of improve-
ment. We built the Internet. And again I want to say it is not just
the Internet. It is networks, if you want to call it that. Cell phones
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and the like are very important in some countries. We didn’t build
them thinking about vulnerability. We built them thinking about
functionality. And now we are sort of trying to redo it.

There are some ways to make improvements. And again, I hap-
pen to use the environmental laws notion as an analogy. That is
to say in 1970 we didn’t have pretty much anything. By 1985 we
had had a lot, and it worked all right.

The NRC used the example of, you know, required mandates. 1
think there is a lot that can be done. And when you go over to the
international arena, the more that you can bring in other countries,
the more opportunities you have. But it certainly is not the case
that you are going to get a perfect world. But you could do things
like, for example, limit down the number of gateways or put Super-
visory Control and Data Acquisition (SCADA) systems on a dif-
ferent kind of—I am going to call it computer, so to speak, network
or router or the like. You could do a lot.

Mr. THORNBERRY. Things that would not compromise technology.

Mr. KRAMER. Right. In fact, you can use some advanced tech-
nologies to do different things. But one of the problems I think that
conceptually occurs is people recognize that there are so many
problems that they sort of in a certain sense throw up their hands.
I think everyone agrees there are a lot of problems. So the issue
is okay, you know, let’s take the first step.

Mr. SmiTH. We talked a little bit how to coordinate this and the
different ways to do that and get the stovepiping issue. And I don’t
think any of you had recommended, you know, the creation of a
new cybersecurity agency. I think you talked about creating na-
tional laboratories that focused on cybersecurity, which I think
makes a great deal of sense.

So you are satisfied that, you know, basically using United
States Strategic Command (STRATCOM) as sort of the center right
now, and then coordinating out from there, that we don’t need
some new bureaucracy; we just need to work within the ones we
have, better.

Dr. LEwis. Well, I have thought about this a little bit. And first
of all, I don’t think we need to go back to a czar. I usually don’t
think the word “czar” is in the Constitution.

Mr. SmITH. Right. Bad rep at this point, too.

Dr. LEwis. That’s right. This is a real national security problem
now. It is not a boutique issue. For me that means it should be in
the National Security Council (NSC). And so we need a senior di-
rector, we need an office, we need somebody who can provide the
same sort of coordination we have for intelligence or military mat-
ters or proliferation. That would be one solution.

Mr. SMITH. And you think NSC is a better place than DOD?

Dr. LEwis. I do. Because you have at least seven agencies that
think they own the majority of this problem: DHS, Energy is in-
volved, Justice, FBI. Who else has the power to coordinate? DOD?
I think it has to be at the White House.

Mr. KRAMER. Can I just—I did recommend a new organization.
And I said it as an analog to the Council of Economic Advisers. You
happened to use the NCTC example. Could be that. That is a little
bit more implementing. The reason I didn’t put it in my head in
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the NSC is because I think cyber is bigger than security, and cer-
tainly bigger than security from the defensive side.

There is a huge aspect of cyber with respect to influence, a huge
aspect of cyber using it for, say, enhancing stability operations, a
positive side. There are just the issues of net neutrality, pure tech-
nology, and the like.

So you could have—you know, exactly where the agency goes, 1
don’t want to get all bent out of shape over that. But the reason
I suggested a cyber council as opposed to just putting it in the NSC
is because we should deal with all these issues’ breakdown, but the
impact has to be the same.

With respect to the DOD itself, I mean the DOD’s reorganized on
cyber and STRATCOM itself about three times in the last 2 years.
So they are working hard. I would encourage the committee to keep
talking to them a lot, because I don’t think they even think they
have the right answers yet, but they are trying to find them.

The new cyber command for the Air Force, how does that relate
to STRATCOM, which is a combatant command? Not clear. What
is the Army’s role, the Navy’s role, the Marines’ role? Not clear. Ev-
eryone is working hard, but I think there is a lot to be talked about
with the committee.

Dr. LEwIS. The reason I thought the NSC was better is because
when you create some of these new bodies—this is a debate we
need to have—they end up being peripheral, they end up being
sidelined. They end up being—you know, the drug czar, you know,
and the offices over there on

Mr. SMITH. They end up being another stovepipe basically as op-
posed to a coordinator, except in rare situations. And that is why
I keep coming back to

Mr. KRAMER. The point is well taken. I think this is one of these
issues that should be talked out. But there is no—if we created a
better overall office in the NSC as opposed to the Kramer sugges-
tion about the cyber council, I would be very happy.

Mr. SMITH. And again, it is a major challenge, because if you are
looking at the counterterrorism threat or—I forget the organization
you mentioned earlier—it is more narrow in scope. Every single de-
partment of the government at every single level has multiple net-
works and goes into the big broad Internet as well. So there is, you
know, really no way to sort of round them all up and put them
under one umbrella. There has to be, I would think, a certain strat-
egy that takes into account the autonomy that is going to come
with that and try to have people work within their own framework.
That is all I have got.

Mr. Thornberry.

Mr. THORNBERRY. This is the unanswerable question, I guess.
But the thing I am struggling most with cyber is how fast it
changes. I think every morning when I turn on my computer I get
a new virus update. Just pretty much every day. When you look
at charts of changing and computing power, you know, those are
steep lines. And what I grapple with is how in the world can a
giant bureaucracy as cumbersome and stovepiped as it is, even if
there are improvements made, keep up with that level of change?

In cyber you don’t really even have time for human intervention
in carrying out operations at least. Things move so quickly. And it
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just seems to me one of the challenges we face is how to make this
agile and adaptable at the appropriate pace. I don’t know if that
is a question or a concern. But government is not that way, any-
way. And how we do that in this field may be one of our biggest
challenges.

hIf you all have suggestions on how to do it, I would love to hear
them.

Mr. LIN. In the National Research Council (NRC) report we basi-
cally took that one on and said that top-down priority setting isn’t
going to work in this area, at least in the research domain. And
we thought that there had to be some priority setting, but it ought
to be done by the people who were closest to the technical under-
standing of the threat; that is, the program managers and the like.
We just didn’t see any way that a top-down organization could
meaningfully set priorities here that wouldn’t be overtaken in
months.

Mr. KRAMER. You know, one of the things, to take an analogy
and go to the financial structures, we have an enormously adaptive
financial set of markets—not doing so well this past couple of
weeks, but in general really enormously adaptive and flexible. And
yet they do have regulation. And maybe they need more and maybe
they don’t. I don’t know. That is one of the questions you all will
be debating.

But we were able to create some useful regulation, FDIC, Fed,
SEC, et cetera, even though the specifics of how the operation runs
is, I am going to call it “distributed.” In that case it is the market.
But nonetheless. So I think it is possible to create some central vi-
sion and direction, and then distribute out the capacities.

So, for example, on the particulars of what is the best research
in a particular area, I am sure Dr. Lin knows a lot more than I
do and so, you know, he is probably right. But I am pretty doubtful
that any particular set of scientists would be able, better than a
set of policymakers, to step back and say what are the biggest
issues that we are facing as policymakers? So you are going to need
to integrate the two is, I guess, what I would say.

Mr. SmiTH. I was going to ask a question about the money side
of this. As I mentioned earlier, a lot of these things, certainly set-
ting up laboratories and implementing some of these programs—
and even recruiting, you know, better talent—pay is certainly going
to be a factor, not the only factor, but one. But within our given
systems, then, do you see opportunities where, without increasing
the budgets, we could move the money around and get more for the
money we are already spending? I ask that for obvious reasons, be-
cause those are policy changes we can make as opposed to, gosh,
if you gave us $10 billion we could do a lot more. And I am sure
that is true. But we have a real tight budget situation.

Mr. KRAMER. You know, one of the questions is which kinds of
money are you giving me to move around? In other words, is it just
cyber money we are moving around or is it other money? Because
one of the questions you will want to ask yourself:

Mr. SMITH. Either one is fine.

Mr. KRAMER. I suspect that within the overall amounts of money
that are available for national security, we could create a—we
could and I would say we should create a somewhat higher priority
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on various aspects of cyber. Again not just—for my money, not just
the technical sides of security, although I think that is important,
but also some of the organizational—some of the people and the
like that we have talked about. And sure, there is no free lunch;
$10 billion is just not automatically available. I understand the
committee doesn’t have it, and so we really do have to do trade-
offs.

Dr. LEwis. We need to start reprioritizing how we look at
threats. And though there are some threats, and I won’t say which
ones, that maybe were important 20 years ago, 15 years ago, and
we now would have to say maybe cyber is a more important pri-
ority and maybe money should flow from older programs to cyber.
And that is always a painful decision. But if you look at the size
of the Defense budget and if you look at the size of the Intelligence
budget, you ought to be able to scrape up—one should be able to
scrape up more money for these kind of activities.

And I think it is getting people to realize there is a real threat,
there has been real damage, and we need to do a little more. To
their credit, the Administration is trying to do that. And I think,
you know, you can get a classified briefing on their money. I think
it was a 12 percent increase for cybersecurity this year, 12 or 15.
And that is good. But it just—one year is not enough. So where
would you take this from?

Mr. SMITH. And we are actually—I think we are getting a classi-
fied briefing tomorrow morning at 8:45. I forget; who is that, DOD?

Mr. LIN. There is one other possible shifting that you could do,
which is that if you look at the amounts devoted to research, and
Dr. Kramer mentioned it earlier, about the size of the DHS budget
for R&D, if you look at the amounts devoted to patching systems
versus the amounts devoted to research, that is way, way, way out-
balanced. Lots more, lots more on the patching systems side and
very little on the research side.

Mr. SMITH. Right.

Dr. LEwis. What you might hear tomorrow, too, is the Air Force
in particular—I think it was a guy named John Gilligan who used
to be the Chief Information Officer (CIO), realized he was spending
a lot of money on patching—came up with this idea, what they now
call the Federal desktop core configuration that cut his costs on the
patching side. And so one thing we can ask is—that was just for
one, that was for operating systems. There are probably other op-
portunities to move out of the Band-Aid approach to a more stra-
tegic direction. And that is where you could get a little more
money.

Mr. SMITH. Absolutely. Well, thank you all very much for your
testimony. Sorry about the interruption. I appreciate the informa-
tion, and look forward to continuing to work with all of you. This
is certainly going to be a major focus of our committee. It was last
year. And we will look for any ideas and any ways to improve our
cybersecurity approach. Thank you for the information.

[Whereupon, at 4:55 p.m., the subcommittee was adjourned.]
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Statement of Terrorism, Unconventional Threats and
Capabilities Subcommittee Chairman Adam Smith
Opening Statement

Hearing on Cybersecurity
April 1, 2008

“"Good afternoon. Today the Terrorism, Unconventional Threats and Capabilities
Subcommittee will hear testimony regarding Holistic Approaches to Cybersecurity
Enabling Network Centric Operations. This is an area of our national defense that is
not fully understood, especially with regards to the costs of a cyber attack, and I
appreciate our panel sharing their expertise with us today.

“As our forces move closer to the vision of network-centric operations, it's
absolutely crucial that we make proper investments in cybersecurity. Net-centric
warfare depends not only on the operation of network connections and
infrastructure, but on being able to trust the information being shared across the
networks in question. That means we have to not only protect highly vuinerable
physical choke-points of global network infrastructure, but also take into account
factors such as the potential security vulnerabilities posed by outsourcing of coding
functions to overseas contractors, as well as the *human factor’ - weak passwords,
vulnerability to social engineering, and the like.

"We also have to understand the nature of the battlefield. Unlike traditional physical
battlefields, cyberspace is not neatly divided into friendly space and hostile space.
QOur operations share space with our interagency partners, allies, hostile states,
criminal entities, terrorist communities, and hackers with too much time on their
hands. Unlike traditional weapons of mass destruction, we have very limited abilities
to prevent the proliferation of damaging weapons in this sphere of operation; once a
tool is invented and made available online, it is available to anyone.

“As with other areas that touch on DoD’s technology policies, we need to take a
hard look at our personnel recruitment incentives as well as our acquisition policies.
We need the best and the brightest working for us, and that means our incentive
packages have to be competitive with the private sector.

“We also need the best technology as quickly as possible, and that will mean
reexamining our acquisition policies. Know-how and technological capabilities are
the only ways to stay ahead of the curve when anyone with connection to the
Internet can potentially disrupt our operations.

“This subcommittee is committed to making sure our policies support a robust
information defense while balancing legitimate privacy concerns. In addition, we’d
be interested to hear from our panel on areas of existing law that might have been
written for a pre-Information Age era and that should be revisited to ensure we are
not constrained by laws that did not anticipate the emergence of net-centric
operations.

“Again, I want to thank our panel and Ranking Member Thornberry, as always, for
his bipartisan work on this subcommittee.”

(29)
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Written Testimony of
Dr. Seymour Goodman
Chair, Committee on Improving Cybersecurity Research in the United States

Computer Science and Telecommunications Board
National Research Council

Before the
Subcommittee on Terrorism, Unconventional Threats and Capabilities
Armed Services Committee
U.S. House of Representatives

April 1, 2008

Mr. Chairman, distinguished members of the Subcommittee: Thank you for the
opportunity to appear before you today to discuss the subject of holistic approaches to
cybersecurity enabling network centric operations.

My name is Seymour Goodman, and I am professor of international affairs and of
computing, at the Sam Nunn School of International Affairs and the College of
Computing at the Georgia Institute of Technology. 1 recently served as chair of a
committee of the National Research Council on cybersecurity research in the United
States; this committee produced a report entitled “Towards a Safer and More Secure
Cyberspace.” The National Research Council is the operating arm of the National
Academy of Sciences, National Academy of Engineering, and the Institute of Medicine
of the National Academies, chartered by Congress in {863 to advise the government on
matters of science and technology.

According to the Joint Chiefs of Staff, net-centric operations are the operational
concept under which U.S. military forces and mission partners have “rapid access to
relevant, accurate, and timely information, and also the ability to create and share the
knowledge required to make superior decisions in an assured environment amid
unprecedented quantitics of operational data.”’ It goes without saying that access to such
information and the ability to create and share information are capabilities that will
depend heavily on modern information technology. (A number of NRC reports address
matters related to net-centric operations in a naval context, including FORCEnet
Implementation Strategy (2005), C4ISR for Future Naval Strike Groups (2006), and
Nerwork-Centric Naval Forces: A Transition Strategy for Enhancing Operational
Capabilities (2000).)

' CONNECTING THE WARFIGHTERS, Joint Net-Centric Operations (JNO) fact sheet,
J-6, available at http://www jcs.mil/j6/c4campaignplan/INO_fact_sheet.pdf.
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But in order to leverage these capabilities effectively, commanders must be able
to count on their availability when they need them, must believe that they are providing
trustworthy and uncompromised information, and must know that adversaries do not have
advance knowledge of ensuing military activities. Moreover, ail of these things must be
true in the face of an adversary wanting to compromise these capabilities. Ensuring the
availability, integrity, and confidentiality of information are the classical goals of
cybersecurity, and high-confidence authentication is often added to this list.

My remarks will focus on the link between cybersecurity and net-centric
operations.

Given the need for net-centric operations to be conducted in a secure
environment, two thrusts are necessary. The first could be characterized as “do what you
already know how to do.” There is much that is known about cybersecurity technologies
and practices today that is simply not put into practice, and even the widespread
deployment of relatively unsophisticated cybersecurity measures can make it more
difficult for an adversary to conduct a cyberattack.

The second could be characterized as “learn more about how to be secure.” That
is, even assuming that everything known today was immediately put into practice, the
resulting cybersecurity posture—though it would be stronger and more resilient than it is
now—would still be inadequate against today’s threat, let alone tomorrow’s. Reducing
this gap—a gap of knowledge—will require both traditional and unorthodox approaches
to research.

Traditional research is problem-specific, and there are many cybersecurity
problems for which good solutions are not known. (A good solution to a cybersecurity
problem is one that is effective, is robust against a variety of attack types, is inexpensive
and easy to deploy, is easy to use, and does not significantly reduce or cripple other
functionality in the system of which itis made a part.) Research will be needed to
address these problems.

But problem-by-problem solutions, or even problem-class by problem-class
solutions, are highly unlikely to be sufficient to close the gap by themselves.
Unorthodox, clean-slate approaches will also be needed to deal with what might be called
a structural problem in cybersecurity research now, and these approaches will entail the
development of new ideas and new points of view that revisit the basic foundations and
implicit assumptions of security research.

To motivate my description of necessary cybersecurity research, consider the
story of the U.S.S. Yorktown, an Aegis cruiser that was the Navy testbed for “smart ship
technology” in the late 1990°s. As you know, the Aegis system has been an important
element of the Navy’s concept for network-centric operations. A widely used
commercial network operating system--Windows NT—was installed on the Yorktown to
control a variety of important ship-board applications, including navigation and
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propulsion. In September 1997, a crewman mistakenly entered an invalid number into a
database. He thereby caused a “divide-by-zero” error that crashed the network—and the
ship was left dead in the water for several hours.

What are some lessons for cybersecurity research that might be drawn from this
episode?

¢ Net-centric operations may have a very intimate connection to commercial
information technology. Indeed, the day has long since passed when the DOD
can rely on custom-built information technology-—and its reliance on commercial
IT for all kinds of functions means that insecurities in the commercial IT base
may have a potentially devastating effect on vital military functions.

» Humans are part of any IT system. One might argue, as the Navy did at the time,
that it was therefore “human error” that crashed the network rather than a problem
with the network itself. But because we assume that cyber-adversaries are smart
and highly motivated, inducing human error is a strategy that an adversary might
well employ.

» A decision could have been made to provide a back up means of controlling ship
propulsion, so that a crashed network would not leave the ship dead in the water.
A decision to do so would not have depended on a detailed knowledge of
cybersecurity as cybersecurity is traditionally construed, but rather on a
philosophy of system design that anticipates failures and provides for ways of
mitigating and containing their impact.

¢ The Yorktown was a testbed for new technologies, and thus one might argue that
failures should be expected. True enough, but the argument is incomplete.
Testbeds often have a way of turning into a legacy base—that is, even though we
built testbeds and experimental applications thinking that we can throw them
away when we “get serious” about an application that will be deployed for real, in
practice the design concepts from these testbeds and experimental applications
often remain embedded in the new generation. This reality suggests that
understanding how to provide security for legacy systems is a vital dimension of
cybersecurity research.

These comments are not intended to denigrate the conceptualization of
cybersecurity as a technological problem, because in many ways, it is a technological
problem. One of the six categories of needed research outlined in our report is blocking
and limiting the impact of compromise. This category is relatively traditional, including
the design and development of secure information systems and networks that resist
technical compromise. Somewhat unusual in the topics for inclusion in this category was
the need for research to understand how to contain the damage from a penetration, how to
lock down a system under attack, and how to recover quickly from a successful attack.
Because absolute security of an information system never can be guaranteed, that
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research is needed so that recovery from a successful attack can be accomplished as
expeditiously as possible.

But it would be a bad mistake to conceptualize cybersecurity as only a
technological problem. Indeed, we found in our work that areas ranging from
anthropology, sociology, design, economics, law, psychology, human factors, and
organizational theory were relevant to cybersecurity.

Consider, for example, a proposition that very few cybersecurity experts would
deny—the most effective security measures or technologies provide very little benefit if
they are not deployed in operational systems, and even if they are deployed, they provide
very little benefit if they are not used, or even worse, misused or bypassed by users
because they are not well understood or they interfere with getting work done. Today, a
great deal of security functionality is often turned off, disabled, bypassed, and not
deployed because it is too complex for individuals and enterprise organizations to
manage effectively or to use conveniently.

It is easy to believe that in military organizations, a senior commander can simply
order his subordinates to comply with all necessary security measures—and to some
extent, this is true. Nevertheless, under the pressure of combat operations, it is often the
case that faithful execution of security procedures gives way to the expediency of
circumventing those procedures if they are cumbersome. Indeed, you might want to
inquire whether the use of secure STU-III telephones increases or decreases at the onset
of combat operations.

Such reasons suggest that cybersecurity construed in purely technological terms
may well be ineffective in an operational context. Thus, our view of necessary
cybersecurity research includes a category focused on promoting deployment and
effective use of cybersecurity technologies. This category includes research on
technologies that facilitate ease of use by both end users and system implementers,
incentives that promote the use of security technologies in the relevant contexts, and the
removal of barriers that impede such use. Measures to provide incentives and to remove
barriers to the use of security technologies and procedures may have legal, economic,
psychological, social, and organizational dimensions.

The NRC report also covered four other categories of necessary research:

e Enabling accountability. This category includes matters such as remote
authentication, access control and policy management, auditing and traceability,
maintenance of provenance, secure associations between system components,
intrusion detection, and so on. In general, the objective is to hold anyone or
anything that has access to a system component—a computing device, a sensor,
an actuator, a network—accountable for the results of such access. An example
of research in this category is attribution. Anonymous attackers cannot be held
responsible for their actions and do not suffer any consequences for the harmful
actions that they may initiate. But many computer operations are inherently
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anonymous, which means that associating actors with actions must be done
explicitly. Attribution technology enables such associations to be easily
ascertained, captured, and preserved. At the same time, attribution mechanisms
do not solve the important problem of the unwittingly compromised or duped
user, although these mechanisms may be necessary in conducting forensic
investigations that lead to such a user.

s Deterring would-be attackers. This category includes legal and policy measures
that could be employed to penalize or impose consequences on cyberattackers,
and technologies that support such measures. In principle, this category could
also include technical measures to retaliate against a cyberattacker. One
illustrative example of research in this category would facilitate the prosecution of
cybercriminals across international borders. Many cybercrime perpetrators are
outside of U.S. jurisdiction, and the applicable laws may not criminalize the
particulars of the crime perpetrated. Even if they do, logistical difficulties in
identifying a perpetrator across national boundaries may render him or her
practically immune to prosecution. Research is needed to further harmonize laws
across many national boundaries to enable international prosecutions and to
reduce the logistical difficulties involved in such activities. Other illustrations are
provided in the main text of the report.

o Crosscutting problem-focused research. This category focuses elements of
research in the above categories onto specific important problems in
cybersecurity. These include security for legacy systems, the role of secrecy in
cyberdefense, coping with the insider threat, and security for new computing
environments and in application domains.

o Speculative research. This category focuses on admittedly speculative
approaches to cybersecurity that are unorthodox, “out-of-the-box,” and also that
arguably have some potential for revolutionary and nonincremental gains in
cybersecurity.

The commuittee also examined the lack of substantive progress in closing the gap
between the nation’s cybersecurity posture and the cyberthreat. Indeed, it observed that
after more than 15 years of cybersecurity reports pointing to an ominous threat, and more
than 15 years in which the threat has objectively grown, there is not a national sense of
urgency about cybersecurity.

The committee concluded that the lack of adequate action in the cybersecarity
space could be largely explained by three factors:

o Past reports have not provided the sufficiently compelling information needed
to make the case for dramatic and urgent action. If so, perhaps it is possible to
paint a sufficiently ominous picture of the threat in terms that would inspire
decision makers to take action. Detailed and specific information is usually
more convincing than information couched in very general terms, but
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unfortunately, detailed and specific information in the open literature about
the scope and nature of the cyberthreat is lacking. Many corporate victims of
cyberattack, for example, are reluctant to identify themselves as being victims
for fear of being cast in a bad light relative to their competitors.

s Even with the relevant information in hand, decision makers discount future
possibilities so much that they do not see the need for present-day action. If
that is the case, then nothing short of a highly visible and perhaps ongoing
cyber-disaster will motivate actions. Decision makers weigh the immediate
costs of putting into place adequate cybersecurity measures, both technical
and procedural, against the potential future benefits (actually, avoided costs)
of preventing cyber-disaster in the future—and systematically discount the
latter as uncertain and vague.

o The costs of inaction are not borne by the relevant decision makers. The bulk
of the nation’s critical infrastructure is owned and operated by private-sector
companies. To the extent that these companies respond to security issues,
they generally do so as one of the risks of doing business. But they do much
less to respond to the threat of low-probability, high-impact (i.e., catastrophic)
threats, although all of society at large has a large stake in their actions.

Although these observations were made regarding information technology outside
the military sphere, I believe that they—and especially the last two factors—are highly
relevant to DOD cybersecurity issues as well.

One might also consider the fact that net-centric operations, broadly writ, depend
on dramatically increased access and functionality afforded by modern information
technology. But increased access also multiplies the routes through which an adversary
can attack us, and increased functionality has required ever more complex systems that
are inevitably riddled with vulnerabilities. From a security standpoint, the consequence
has been that our increasing dependence on these technologies provides formerly weak
adversaries with unprecedented ways of attacking us.

To address these vulnerabilities, the report suggests that we need to reduce the
likelihood that an adversary will succeed in penetrating our cyber-defenses and to
increase the ease of recovering from successful penetrations of those defenses. Buta
third logical possibility, also addressed in the report, is to design systems so that critical
activities can take advantage of advanced information technology when appropriate and
possible but do not require such technology in order to function. In some cases, this may
mean providing adequate means for backup in case the necessary IT is unavailable or
under attack; in other cases, it may mean foregoing some of the advantages afforded by
network-centric operations because the risk is just too large to manage even with backups
in place.

Finally, I was asked to comment on coordination within the Federal government
of cybersecurity research, which our report addressed. It was our impression that the
scope and nature of cybersecurity research across the federal government were not well
understood, including by government decision makers, and that no entity within the
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federal government had a reasonably complete picture, including classified and
unclassified, of the cybersecurity research efforts that the government supports from year
to year. To illustrate the issue, in 2004, the President’s Information Technology
Advisory Committee, backed by the National Coordination Office for Networking and
Information Technology Research and Development, was able to determine the DARPA
investment in cybersecurity research and development (R&D) for FY 2004 only within a
factor of about four (that is, PITAC determined that figure to be between $40 million and
$150 million).

Our report argues that an effort to develop a complete picture should distinguish
clearly between research and development, including both classified and unclassified
R&D; disaggregate (and publish) government-wide budget figures associated with
different areas of research focus; and track budget figures from year to year. Further, the
report argues for a sustained, coherent, and comprehensive approach to cybersecurity
research, and the lack of a mechanism for drawing this complete picture suggests that the
U.S. government is not well-organized for supporting such an approach.

Thank you. I will try to answer any questions you might have.
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Preface

n the past several years, cybersecurity has been transformed from a
concern chiefly of computer scientists and information system man-
agers to an issue of pressing national importance. The nation’s critical
infrastructure, such as the electric power grid, air traffic control system,
financial system, and communication networks, depends extensively on
information technology (IT) for its operation. Concerns abaut the vulner-
ability of this infrastructure have heightened in the security-conscious
environment after the September 11, 2001, attacks. National policy makers
have become increasingly concerned that adversarics backed by substan-
tial resources will attempt to exploit the cyber-vulnerabilities in the criti-
cal infrastructure, therchy inflicting substantial harm on the nation.
Today, there is an inadequate understanding of what makes 1T sys-
tems vulnerable to attack, how best to reduce these vulnerabilities, and
how to transfer cybersecurity knowledge to actual practice. For these rea-
sons, and in response to both legislative and executive branch interest, the
National Research Council (NRC) established the Committee on Improv-
ing Cybersecurity Research in the United States (see Appendix A for
biographies of the committee members). The committee was charged with
developing a strategy for cybersecurity research in the 21st century. To
develop this strategy, the committee built on a number of previous NRC
reports in this area, notably, Computers at Risk (1991), Trust in Cyberspace
(1998), and Iformation Technology for Counterterrorism (2003).} Although

National Research Council, 1991, Computers at Risk, National Academ y Press, Washingtnn,
D.C.; National Research Council, 1998, Trust in Cyberspace, National Academy Press, Wash-
ington, .C; National Research Council, 2003, Information Technology fer Counterterrorism:
Innnediale Actions and Future Possibilities, The National Academies Press, Washington, D.C.

vii
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these reports were issued some years ago, the committee found that they
contained valuable points of departure for the present effort. In addition,
the committee undertook a set of hearings and briefings that provided
information about present-day concerns and responses to those concerns.
The report of the President’s Information Technology Advisory Commit-
tee on cybersecurity—Cuyber Security: A Crisis of Prioritization—which lays
out a research agenda and makes recommendations on how to implement
it, provided a useful point of departure as well.2

Box P.1 contains the full charge to the committee. The committee’s
survey of the current cybersecurity research landscape is described in
Appendix B. As requested in the charge, Section B.5 contains a survey
of the research effort in cybersecurity and trustworthiness to assess the
current mix of topics; Sections B.4 and B.6 address level of effort, division
of labor, and sources of funding; Section B.3 addresses quality. The issue
related to the timescales of cybersecurity research is addressed in Section
10.2.2. Structural dimensions of a program for cybersecurity research are
addressed in Section 3.3.

Two clements in the committee’s staternent of task were not fully
addressed. First, although Part II provides gencral guidance regard-
ing appropriate arcas of programmatic focus, this report does not pro-
vide a detailed explication of research priorities within or among these
areas (that is, the research areas meriting federal funding). The reason,
explained at greater length in Section 3.4.4, is that in the course of its
deliberations, the committee concluded that the nation’s cybersecurity
research agenda should be broad and that any attempt to specify research
priorities in a top-down manner would be counterproduclive. Second,
the study’s statement of task calls for it to address appropriate levels
of federal funding for cybersecurity research. As discussed in Section
10.2.2, the committee articulates a specific principle for determining the
appropriate level of budgets for cybersecurity research: namely, that such
budgets should be adequate to ensure that a large fraction of good ideas
for cybersecurity research can be explored. It further notes that the threat
is likely to grow at a rate faster than the present federal cybersecurity
research program will enable us to respond to, and thus that in order to
execute fully the broad strategy articulated in this report, a substantial
increase in federal budgetary resources devoted to cybersecurity research
will be needed.

1t is important to delineate the scope of what this report does and to

*President’s Information Techmology Advisory Commuttee. February 2005. Cyber Security:
A Crisis uj Priovitization, National Coordination Office for [nformation Technology Research
and Development, Washington, D.C.; available at www.nitrd.gov/pitac/reports/ 20050301 _
cybersecurity /cybersecurity.pdf.
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specify what it does not do. The committee recognizes that cybersecu-
rity is only one element of trustworthiness, which can be defined as the
property of a system whereby it does what is required and expected of
it—despite environmental disruption, human user and opcrator errors,
and attacks by hostile parties-—and that it does not do other things. Trust-

BOX P.1
Statement of Task

This project will involve a survey of the research effort in cybersecurity and
trustworthiness to assess the current mix of topics, level of effort, division of tabor,
sources of funding, and quality; describe those research areas that merit federal
funding, considering short-, medium-, and long-term emphases: and recommend
the necessary level for federal funding in cybersecurity sesearch. Technelogies and
approaches conventionally associated with cybersecurity and trustworthiness will
be examined lo identify those areas most deserving of attention in the future and
to understand the research baseline. In addition, this project will also seek to iden-
tify and expiore models and technologies not traditionally considered to be within
cybersecurity and trustworthiness in an effort to generate ideas for revolutionary
advances in cybersecurity. Structural alternatives for the oversight and allocation
of funding (how to best allocate existing funds and how best to program new funds
that may be made available) will be considered and the project committee will
provide corresponding recommendations. Finally, the committee will offer some
guidance on the shape of grant-making research programs.

Consistent with legislative language, the committee will consider:

-

. Identification of the topics in cybersecurity research that deserve emphasis
for the future. As discussed with congressional staff, this analysis will buitd
on past work within CSTB [Computer Science and Telecormmunications
Board} and elsewhere, which has identified many important and often
enduring topics.

The distribution of effort among cybersecurity researchers. The emphasis
will be on universities, in part to address the link between the conduct of
researchers and the education and training of cybersecurity experts, to
ensure that there are enough researchers to perform the needed work.
Comparisons between academic and industry activities will be made.
Identification and assessment of the gaps in technical capability for criti-
cal infrastructure network security, including security of industrial process
controls.

The distribution, range, and stability of support programs among federal
funding organizations.

Issues regarding research priorities, resource requirements, and options
for improving coordination and efficacy in the nationat pursuit of cybersecu-
rity research. Opportunities for cross-sector (and intra-sector} coordination
and collaboration will be considered

n

w

bl

o
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worthiness has many dimensions, including correctness, reliability, safety,
and survivability, in addition to security. Nevertheless, the charge of this
report is to focus on security, and other issues are addressed only to the
extent that they relate to security.

This report is not confined to technical topics alone. A number of policy
issues related to cybersecurity are discussed. These policy issues provide
an overarching context for understanding why greater use has not been
made of cybersecurity research to date. In addition, because the report
concludes that cybersecurity research should not be undertaken entirely in
a domain-independent manner, the report also discusses briefly a number
of problem domains to which cybersecurity research is applicable.

The committee assembled for this project included individuals with
expertise in the various specialties within computer security and other
aspects of trustworthiness, computer networks, systems architecture, soft-
ware engineering, process control systems, human-computer interaction,
and information technology research and development (R&D) programs
in the federal government, academia, and industry. In addition, the com-
mittee involved individuals with experience in industrial research.

The committee met first in July 2004 and four times subsequently.
It held several plenary sessions to gather input from a broad range of
experts in cybersecurity. Particular areas of focus included then-current
federal research activity, the state of the art in usable security, and current
vendor activity related to advancing the state of cybersecurity. The com~
mittee did its work through its own expert deliberations and by solicit-
ing input from key officials at sponsoring agencies, numerous experts
at federal agencies, academic researchers, and hardware and software
vendars (see Appendix C). Additional input included perspectives from
professional conferences, the technical literature, and government reports
studied by committee members and staff (see Appendix B).

The committee appreciates the support of its sponsoring agencies and
especially the numerous inputs and responses to requests for information
provided by Jaynarayan Lala and Lee Badger at the Defense Advanced
Research Projects Agency (DARPA), Carl Landwehr and Karl Levitt at
the National Science Foundation (NSF), Edward Roback at the National
Institute of Standards and Technology (NIST), Douglas Maughan at the
Department of Homeland Security (DHS), and Robert Herklotz at the Air
Force Office of Scientific Research (AFOSR).

PERSONAL NOTE FROM THE CHAIR

A large fraction of the American population now spends a great deal
of time in cyberspace. We work and shop there. We are educated and
entertained there. We socialize with family, friends, and strangers in cyber-

Copyright ® National Academy of Sciences. All rights reserved.



48

Toward a Safer and More Secure Cyberspace
http:/iwww.nap.edu/catalog/11925.htmi

PRLFACE xi

space. We are paid and we pay others through this medium. Millions of
commercial enterprises and local, state, and federal government agencies
do their business there. It has become a critical infrastructure in its own
right, and it is embedded in almost all other critical infrastructures. We rely
on cyberspace to help keep electricity flowing, public transportation run-
ning, and many other basic services working at levels that we have come to
regard as essential elements of our society. These functions, expectations,
and resulting dependencies are with us now, have been growing rapidly,
and are expected to continue to grow well into the future.

The people, businesses, and governments of the rest of the world are
following suit. On a per capita basis, some are even more comrmitted to
this infrastructure than the United States is. The Internet alone is now
used by about a billion people and comes to ground in about 200 coun-
tries. And they are all connected to us and to one another.

It is thus very much in the public interest to have a safe and secure
cyberspace. Yet cyberspace in general, and the Internet in particular, are
notoriously vulnerable to a frightening and expanding range of accidents
and attacks by a spectrum of hackers, criminals, terrorists, and state actors
who have been empowered by unprecedented access to more people
and organizations than has ever been the case with any infrastructure in
history. Most of the people and organizations that increasingly depend
on cyberspace are unaware of how vulnerable and defenseless they are,
and all too many users and operators are poorly trained and equipped.
Many learn only after suffering attacks. These people, and the nation
as a whole, are paying enermous costs for relying on such an insecure
infrastructure.

The Committee on Improving Cybersecurity Research in the United
States was established by the National Research Council of the National
Academics with the financial support of NSI, DARPA, NIST, DHS, the
National Academy of Enginecring, and F. Thomas and Bonnie Berger
Leighton. The basic premise underlying the committee’s task is that
research can produce a better understanding of why cyberspace is as vul-
nerable as it is and that it can lead to new technologies and pelicies and
their effective implementation to make things better.

Cybersecurity is not a topic that is new to the national agenda. Indeed,
anumber of carlier teports have addressed this subject from different per-
spectives. Many of these reports have been concerned with specific threats
(e.g., terrorism), missions (e.g., critical infrastructure protection), govern-
ment agencies {e.g., how they might better protect themselves), or specific
sectors (c.g., banking and finance). This study tackles the problem from
the perspective of protecting all legitimate users of cyberspace, includ-
ing the individual citizens, small commercial concerns, and government
agencies that are particularly vulnerable to harassment and injury every

Copyright © National Academy of Sciences. All rights reserved.



49

Toward a Safer and More Secure Cyberspace
hitp:/fwww.nap.edu/catalog/11925 html
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time they use the Internet or connect to other networks. The committee
strongly believes that a more generally secure cyberspace would go a long
way toward protecting critical infrastructure and national security.

What would a safer and more secure cyberspace look like? To address
this question, the committee has formulated a Cyberspace Bill of Rights
(CBoR). It consists of 10 basic provisions that the committee believes users
should have as reasonable expectations for their online safety and secu-
rity. The CBoR articulated in this report is distinctly user-centric, enabling
individuals to draw for themselves the contrast between that vision and
their own personal cyberspace experiences.

Unfortunately, the state of cyberspace today is such that it is much
easier to state these provisions than it is to achieve them. No simple
research project will lead to the widespread reality of any of these provi-
sions. Indeed, even achieving something that sounds as simple as elim-
inating spam will require a complex, crosscutting technical and non-
technical R&D agenda. Accordingly, this report goes on to propose a
comprehensive R&D agenda and to show how that agenda would heip
realize the provisions of the CBoR. The report also warns that there will be
no shortcuts and that realizing the CBoR vision will take a long, sustained,
and determined effort. There is much to accomplish.

Many of this report’s technical R&D recommendations build on and
support those of earlier reports. However, they give particular emphasis
to problems that have handicapped the more extensive practice of cyber-
security in the past. Thus, the report focuses substantial attention on the
very real challenges of incentives, usability, and embedding advances in
cybersecurity into real-world products, practices, and services.

On behalf of the comumittee, 1 would like to thank those who took the
time and trouble to contribute to our deliberations by briefing the cormnmit-
tee. This group of individuals is listed in Appendix C. In addition, those
who reviewed this report in‘draft form plaved a critical and indispensable
role in helping to improve the report (see “Acknowledgment of Review-
ers” on page xiii). On the Computer Science and Telecommunications
Board (CSTB), Ted Schmitt’s work as program officer on his first NRC
project was exemplary, and Janice Sabuda provided administrative and
logistical support beyond compare. Special recognition is due to Herbert
S. Lin, who became the CSTB study director about halfway through the
committee’s lifetime, and who worked so hard to pull this report together.
His tenacity, determination, and expertise were indispensable.

Seymour E. Goodman, Chair

Committee on Improving Cybersecurity
Research in the United States
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House Armed Services Committee
Subcommittee on Terrorism, Unconventional Threats and Capabilities
“Holistic Approaches to Cybersecurity to Enable Network Centric Operations”
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James Andrew Lewis
Center for Strategic and International Studies

I thank the committee for the opportunity to testify. As you know, we have seen new domains
for conflict emerge in the last decade. These new domains are in space and in cyberspace.
Cyberspace is in some ways the more interesting of the new domains, because the ‘price of
entry” is low and also because it has been an area of significant U.S. vulnerability for many years,
a vulnerability that has been eagerly exploited by our oppouents.

We know that networks and information technology improve performance for both businesses
and for militaries when they are used to provide better information and better coordination. One
study examined exercises that pitted networked F-15s against F-15 relying only on traditional
voice communications, and found that networking resulted in dramatic improvements in combat
effectivencss.’ This study is indicative of the direction that future conflict is likely to take — the
side with the informational advantage is more likely to win. We are only at the beginning of
finding the organizational structures and tactics that will make full use of the new technologies
that can provide informational advantage.

But at the same time, the use of these technologies has created serious new vulnerabilities.
These vulnerabilities are the result, in part, of the newness of the technologies themselves. Our
opponents have seized the opportunity created by these vulnerabilities to engage in an extensive
esplonage campaign against the U.S. by mapping the vulnerabilities of our networks, accessing
U.S. computers through these networks, and transferring sensitive information from the U:S. to
their own computers.

There is also the possibility that when an unknown intruder has accessed a U.S. computer to steal
information, he or she has also left something behind. We cannot say with assurance that a
network that has been penetrated has also not been infected with hidden malware that could be
triggered in a crisis, disrupting data and communications. This is not the “electronic Pearl
Harbor” scenario that unfortunately dominated much of the early thinking about cyber security,
but the potential for disruption and at least a temporary military advantage for an opponent as a
result of attacking U.S. computer networks cannot be discounted.

None of our opponents will deliberately seek conventional military conflict with the U.S.
Instead, they are attracted to asymmetric attacks, which look for and exploit areas where they are
strong and the U.S. is weak and unaware. To achieve asymmetric advantage, some opponents
will rely on terrorism or insurgent tactics, where combatants blend with the civilian population to
attack the U.S. Other opponents plan to disrupt, destroy or deceive U.S. sensors and

! Daniel Gonzales, John Hollywood, Gina Kingston, David Signori, “Network-Centric Operations Case Study: Air-
to-Air Combat With and Without Link 16,” RAND, 2005
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communications, to degrade our informational advantage. Their goal is to exploit vulnerabilities,
places where U.S. assets are poorly defended.

Computer networks are just such a place. The nature of information technology and the internet
means that in these asymmetric attacks in cyberspace, the advantage lies with the attacker. The
internet was not designed to be a global network with millions of different devices all
interconnected over a telecommunications backbone. The result is that there are many avenues
for attack. Many different entities are exploring how to take advantage of vulnerabilities in
cyberspace. These include nations, criminals, terrorist groups, political activists and perhaps
even some corporations.

China and Russia are perhaps the most dangerous of our potential opponents. China has
resources and is willing to spend them, and Russia has experience and skill. However, China
and Russia are not the only nations interested in and capable of waging cyber warfare, nor are
nation-states the only potential opponents in this new domain. The emergence of a powerful and
skilled cybercrime community has serious implications for U.S. interests.

Over the last few years, cyber criminals have become technologically sophisticated and well-
organized. These are not the amateurs of a few years ago. Cyber criminals have developed
black markets where you can buy malware, guides to vulnerabilities, credit card numbers. There
are contests among cyber criminals, to see who can be the first to hack a new system or to
discover a new vulnerability. Some of these sites offer guarantees while others provide a rating
system for potential buyers. It is possible to rent bot-nets, huge assemblies of hijacked
computers to use in an attack, or even to hire hackers. As in any black market, an unwary buyer
can end up being exploited, but a knowledgeable purchaser or one with resources and experience
- and this customer base includes nations, companies, and terrorist groups - can find most of
what they need for cyber attacks.

If we have underestimated the risks of cyber espionage and cyber crime, the risk of cyber
terrorism is overstated. Terrorists do make extensive use of the global internet for recruitment,
propaganda, fundraising, training, and for command and control. The ability of terrorist groups
to use commercial communications networks has provided them with robust, flat organizations
that are more difficult to defeat. It has provided them with a global presence they would not
have been able to achieve twenty years ago. But this is not the equivalent of attacks with bombs
or firearms, which terrorists prefer. Cyber weapons are not yet sufficiently lethal for terrorist use

To date, cyber disruption and attacks on critical infrastructure remains largely hypothetical.
Cybercrime and cyber espionage are the most serious problems. Cyber-espionage is a far greater
problem for national security than many recognize. Last year, the U.S. government suffered a
series of breaches of its computer networks. These have been attributed to China and while -
attribution is always difficult when it comes to cyber attacks, we should note that senior officials
in the German, French and British governmental also complained about Chinese hacking during
the same time as the attacks on the U.S. occurred.

Using computer break-ins for espionage has a long history. The earliest breach I know of
occurred in the 1980s, when the KGB hired West German hackers to penetrate U.S. military and
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research networks. There were also incidents in the 1990s involving the Departments of Energy
and Defense. These incidents show that the cybersecurity problem is twenty years old, but last
year we crossed a threshold in cyberattacks, with the noisy demonstrations launched against
Estonia’s government networks and with the massive sustained attacks — some successful — on
U.S. government networks and on the networks of allied countries.

In 2007, computer networks in the Departments of Defense, State and Commerce were
penetrated and had to be taken off line for repair. It is likely that other agencies suffered
breaches as well. The primary intent of these attacks was to collect information. What they
revealed was a remarkable unevenness in the defense of U.S. networks. Some of our
government networks, usually those providing the most sensitive services — are very secure.
Other networks, including some that contain information about sensitive technologies are not as
secure as we would like, whether these are at the Department of Energy or State, or even the
Secretary of Defense’s unclassified email system, all of which have been hacked.

This series of attacks has prompted the U.S. to begin a major new initiative to improve the
security of government computer systems. The Administration has reportedly issued a new, joint
policy directive — National Security Policy Directive-34 and Homeland Security Policy
Directive-23, which directs agencies to carry out a comprehensive federal cybersecurity initiative.
Many of the initiative’s elements are highly classified — some would say over-classified — But
there has been public discussion of some of its elements and the Administration has said it will
make more information publicly available sometime in the next few months.

We know that the initiative allocates more money and personnel to cyber security. Federal
spending on cybersecurity will increase ten to twelve percent, according to press reports. The
Department of Homeland Security will expand the use of its ‘Einstein’ system to monitor traffic
in and out of Federal government networks. Einstein will be reinforced by undisclosed NSA
monitoring systems as well. Building on programs initiated in the Department of Defense, the
Office of Management and Budget has mandated the use of the Federal Desktop Core
Configuration, a secure standardized configuration for use on all Federal Computers. OMB has
also begun a “Trusted Internet Connections” initiative (TIC), which will reduce the points of
connection between Federal networks and the rest of the internet from hundreds to only fifty.
The U.S. is considering whether to establish new organizations to oversee cyber security efforts,
and existing organizations will be strengthened. Both DOD and the Intelligence community have
increased their efforts in cyberspace. The initiative has twelve separate projects to improve
cyber security, including one that will look at how to improve coordination with the private
sector.

These are all very positive steps, but difficult issues remain to be solved. One such issue is
improving coordination with the private sector. This will be a major test for the Initiative. The
U.S. has mechanisms for coordinating public and private cyber security efforts, but in some ways
these are continuation of the initial programs from the 1990s, such as the FBI's National
Infrastructure Protection Center (NIPC) or the Department of Commerce’s Critical Infrastructure
Assurance Office (CIAO). We need to rethink and improve how the government interacts,
cooperates and coordinates with the private sector to assure better cyber security.
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Another issue is that there s an international element to cyber security that must be addressed.
These attacks on federal networks and critical infrastructure come over global networks. A
national effort can provide only part of the solution. The U.S. will need to work with its allies
and perhaps even with our opponents to change this. A sustained international effort could
involve better cybercrime enforcement, new international norms for cyberspace, new
collaborative mechanisms and, with our allies, agreed doctrine on securing networks and
responding to attacks.

One advantage of better international cooperation is that it could increase the level of deterrence,
at least for cyber criminals. Currently, some nations act as sanctuaries for cybercriminals.
Cybercriminals who operate overseas can, with a little skill, almost eliminate the chances of
being caught and prosecuted. Only international cooperation will change this.

Other forms of deterrence are less practical. 1t is difficult to deter by threatening counterattack if
you do not know who is attacking. It is even more difficult to deter by threatening counterattack
is you cannot estimate the degree of collateral damage. Attacks come over a global network to
which we are all connected, and the attackers can use unsuspecting civilian computer networks,
assembled into bot-nets to launch their attacks. Last year’s attacks on Estonia are a good
example of these problems. They are widely attributed to Russia, and in my view Russian
intelligence services are almost certainly behind the attacks, yet there is no evidence to
substantiate this. The attackers, a collection of cybercriminals and amateur hackers mobilized
and encouraged by unknown entities used captive computers around the world, in Europe, china
and in the U.S. A counterstrike against the attacking computers would have damaged innocent
networks around the world. It would be a bold President who authorized counterstrikes when he
or she does not know the target or the possible extent of collateral damage to friendly networks.

The attacks on Estonia highlight the problems of anonymity and attribution. The Internet is too
anonymous, and too easily deceived. Identity management must be improved if cybersecurity is
to be improved. This is a thorny subject, given the implications for privacy and civil liberties,
but the anonymity of the internet makes it difficult to determine who is responsible for an attack
or a crime, this difficulty with attribution makes it more difficult to deter attacks. Progress on
measures such as HSPD-12.which will improve Federal credentials and authentication is crucial.
The ReallD program, although widely vilified, is also crucial for improving the quality of
identity documents and procedures in the U.S. DOD has been a leader in better identity
management with its Common Access Card Program

Federal organization remains a challenge. The slow pace of the rollout of the Initiative was due
in part to disagreements over which agency would have the lead. The Intelligence Community
has the best capabilities for cyber defense in many ways, but there are civil liberties concerns and
clear links to the renewal of the Foreign Intelligence Surveillance Act (FISA) over assigning the
Director of National Intelligence the lead role. There are also concerns over giving the lead in
cybersecurity to a military organization, such as the U.S. Strategic Command. The Department
of Homeland Security, the civilian agency with the responsibilities for cyber security, would be
the logical lead but there have been questions about its competence and authority. The previous
administration had a cyber ‘czar,” who successfully began the immense effort required to reorient
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Federal policy and to develop strategies, but a “Czar” may no longer make sense now that the
Department of Homeland Security has been created.

Government organization for cybersecurity reflects a larger challenge for the U.S. In effect, we
have a vertical organization trying to respond to a horizontal threat. This means we have four or
five different and independent agencies each of whom are responsible for a part of the problem.
There is no single agency responsible for the entire problem. Even at the White House we have
two organizations -- the Homeland Security Council and the National Security Council - that
share responsibility for cyber security.

This sort of organizational problem is very difficult for governments to overcome. The creation
of the Department of Defense in 1948 was an effort to develop collaborative and “joint” action to
meet the problems of National Security. That effort was reinforced and given new impetus by
the Goldwater-Nichols Act. DOD has worked for decades to achieve ‘jointness.” Other
agencies are far behind in achieving a collaborative, ‘horizontal approach. The creation of the
Department of Homeland Security can be seen as an effort to duplicate the 1948 solution for
homeland security. The Intelligence Reform and Terrorist Prevention Act can also be seen as an
effort to create an ‘intelligence enterprise’ with a powerful CEO whose remit would stretch
across multiple agencies.

I would wish reorganization on no administration, but the structure of our government is still
Jargely based on a template created in the 1900s. This template is inefficient in many ways.
Reorganization is unavoidable, but it will take years of effort. We do not have years, however,
to respond to the new security threats in cyberspace.

To be fair, this problem extends beyond government. Our conceptual framework for thinking
about security has moved beyond the cold war, but not by much. My concern is that conflict in
cyberspace is seen the way that airplanes were seen in 1912 — interesting toys, but not a serious
security or military issue. Some, pointing to Pearl Harbor and to 911, say that we will only
reshape our thinking and our organization to deal with cybersecurity after some disaster has
occurred. I hope this is not the case.

Federal organization, strategy and doctrine, coordination with the private sector and allies — these
and other issues remain challenges despite the progress made by the President’s cybersecurity
initiative. That the initiative comes in the last year of the Presidency also creates challenges.
Any administration would face difficulties in making rapid progress on a new initiative after July
The political realities are that the Administration has between fourteen and sixteen weeks to
implement its cyber initiative. Much can be done, but much will necessarily remain unfinished.

This means that the burden of improving cybersecurity will fall on the next administration when
it takes office in January of 2009. That administration, whether Democratic or Republican, will
inherit a cyber security situation that is much improved. It will also inherit a cyber security
initiative that is a work in progress, with a number of unfinished elements. Like any new
administration, it will have to ask what should it keep or continue from this initiative, what
should it change or drop, and what new steps it should take to address this increasingly serous
problem for national security.
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Transitions are also, as the members of the Committee well know, a moment of opportunity.
The new Administration will have a degree of good will and authority. Perhaps more
importantly, it will have something of a clean slate when it comes to initiatives and organization.
2009, the first year of the next administration, provides an opportunity to take the Bush
Administration’s cybersecurity initiative and advance it.

To help the new administration think about this opportunity, The Center for Strategic and
International Studies (CSIS) established a nonpartisan commission on Cyber Security for the 44"
Presidency — the administration that will take office in January 2009. CSIS is a nonpartisan,
nonprofit research organization headquartered in Washington, D.C. with more than 200 staff and
a large network of affiliated experts. Its focus is on security in a changing global environment.
CSIS’s has been conducting research, holding public events, and advising government agencies
on cyber security since before 2000, and this body of work will provide the foundation for the
Commission on Cyber Security for the 44" Presidency. CSIS routinely uses commissions, task
forces and work groups to help it conduct analysis and develop recommendations. This
approach lets us draw upon the broader communities of interest in Washington and benefit from
their expertise and experience.

The goal of this effort is to look at cybersecurity as a problem for national security and develop
recommendations for a comprehensive strategy to improve cyber security in federal systems and
in critical infrastructure. The Commission will consider federal organization and strategy,
cybersecurity norms and authorities, international issues, federal investment and acquisition
policies, and it will explore ways in which the government can engage with the private sector.

The members of the commission are experts in cybersecurity with extensive government
experience. In addition, CSIS intends to make the work of the Commission an inclusive process
and has asked other experts and groups to participate in the development of recommendations
and to make plenary presentations on substantive issues. Our first public briefing took place on
March 12, in a well attended event where five widely recognized leaders in cybersecurity give
their views and recommendations on how to move forward in cybersecurity. We plan to hold
several more briefings in the next three months.

As part of this effort, we have created a number of working groups that will examine these issues
in detail and develop specific recommendations. These groups have just begun their work. They
include members of the commission and other experts, all of whom have volunteered their time
for this effort. If the committee wishes, I can report back at a later stage on how their work has
progressed. Our plan is for the Commission to complete its work by November 2008. The final
product from the Commission will be a well-supported package of recommendations for
improving cyber security that could help to guide U.S. policy in the future.

The advantage we gain from being network centric is eroded by uneven security. We will never
have perfect security, but our goal, as a nation, should be to increase our ability to use network
technologies to improve our military and economic performance while at the same time reduce
the ability of our opponents to take advantage. Our hope is that the efforts of CSIS and the other
participants in the commission can contribute in some way to this improvement,
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One element of the CSIS projects is to reassess the larger strategic context for cybersecurity.
This context is shaped by considerations involving national defense, law enforcement,
intelligence and global economic competition. This may require a broader definition of national
security. It is no surprise that one result of immense economic and technological change we are
undergoing is that old assumptions about security and the policies based on those assumption do
not work as well as they did in the past. The process of adjusting those policies to the new
global environment is a major challenge for all governments. Each country in some way must
respond to a world where the lines between government and commercial, and between domestic
and foreign are blurred. This blurring makes finding solutions to cybersecurity more difficult but
achieving better cyber security and greater benefit from network centric operations requires this
reassessment of the strategic context.

In the 1990s, there was considerable discussion of what the international security environment
would look like after the cold war and what the new threats to US security would be in that
environment. Much of this speculation was wrong, not in that it misidentified the new threats,
but that it gave some threats more importance than they deserved. We underestimated the threat
of global terrorism. We did not prepare adequately for cyber espionage. There were a few
visionaries who pointed to these problems, but in the main, they were ignored.

In the last decade, the shape and nature of the new security environment has become clearer. We
face new kinds of competition and new kinds of threats. In this new environment, the ability to
operate in cyberspace and to defend against the operations of others in cyberspace is a crucial
task for security. The United States has begun to take the steps needed to defend and to compete
effectively in cyberspace, but we have only begun and there is much to do.

I thank the Committee again and I would be happy to take any questions.
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Statement of Franklin D. Kramer
before the
House Armed Services Committee
Subcommittee on Terrorism and Unconventional Threats
April 1, 2008

Mr. Chairman and Members of the Committee:

Thank you for the opportunity to testify on the subject of cyberpower
and national security. [ am appearing today in my individual capacity. Most
specifically, although I have worked on an extensive study on “Cyberpower
and National Security” in conjunction with the Center for Technology and
National Security Policy at the National Defense University, my testimony is
only my own and not that of the Center, the National Defense University nor
the Department of Defense.

Cyberpower is now a fundamental fact of global life. In political,
economic, and military affairs, information and information technology
provide and support crucial elements of operational activities. United States
national security efforts have begun to incorporate cyber into strategic
calculations. Those efforts, however, are only a beginning. The critical point
of my testimony is that the United States should create an effective national
and international strategic framework for the development and use of cyber
as part of an overall national security strategy. That is an effort that this
Committee and the Congress should undertake with the Executive Branch—
and, since cyber has fundamental private sector components ranging from
infrastructure to privacy concerns, it is an effort that must reach out to the
American people.

Let me make two foundational points, and then propose eight areas for
policy review, with my own recommendations.

Foundationally, a first key point is to recognize that cyber can be
defined in many ways. One recent study found 28 different definitions of
cyberspace. Accordingly, one of the most important lessons in this realm is
to recognize that definitions should be used as an aid to policy and analysis,
and not as a limitation on them. Cyber encompasses not only technical
aspects—computers, communications infrastructure and the like, but also
informational and human elements. There is a tendency to think of the
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Internet as equating to cyber—but while the Internet is part of cyber, so are
military network centric operations, and so are influence activities including
television and radio, communications such as cell phones, and applications
for all. So when discussing cyber security, that subject is not at all limited to
technical issues such as viruses and denial of service attacks, nor even to
human matters--such as insider deception or normal human mistakes—nor
even to the problems of governance, both national and international. Rather,
cyber security is best thought of as part of national security—geo-political
and economic, of which technical security is only a limited, though
important, part.

The second key foundational point is that cyber has a number of
characteristics that suggest that its future may importantly differ from its
present. Policymakers must, therefore, establish cyber strategy in a dynamic
context—not knowing what the future will be, but nonetheless creating
structures, processes, and people sufficiently flexible to adapt to change.
Cyber is changeable because it is a manmade creation subject to the power
of human invention. The broad context for the policymaker is that in making
judgments, “facts” that are true today may be altered significantly in the
future—and such a prospect of changed “facts” may well alter what would
be the most appropriate judgments. Indeed, one of the fundamental issues for
policymakers will be when to take steps that will affect changes in “facts.”

With that foundational context, let me turn to key policy issues, and
separate them into what might be called “structural” issues—those that
affect the cyber world broadly--and “geo-political” issues, the more classical
subjects of national security.

A. Structural Issues
1. Organization—Cyber Policy Council

The first structural issue that needs consideration is how will the
government organize itself to deal with the problems of cyber. The dynamic
nature of cyber means that numerous issues have arisen and will continue to
arise that will need governmental consideration. The government will not
always need to take action: its choices will include standing aside and letting
the private sector take the lead (as has been done, for example, in the
development of cyber applications), taking enabling action (through tax
incentives or the creation of enabling environments, such as the development
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of the international governance structure for the electromagnetic spectrumy},
or to implement a purposive strategy in which it is substantially engaged (as
it does in the military arena and could do on other aspects of cyber, such as

some security).

There needs, however, to be a policy organization to consider in a
purposeful fashion the choices the government confronts. That is particularly
true because of the multiplicity of issues, ranging from private-public
interface, security, human capital, research and development, and
governance to others such as the implications of the increased volume of
traffic, the potential move from IPv.4 to [Pv.6, net neutrality, and the nature
of the United States global role. The problem of the multiplicity of issues is
exacerbated by the multiple authorities that exist in multiple arenas working
on cyber. While the Executive Branch is taking steps to coordinate
intergovernmental security arrangements, even in the security arena
coordination with the private sector needs much more active consideration—
and there are a host of other issues not involved in security.

My first recommendation, therefore, is that there should be created a
new organization—a Cyber Policy Council along the lines of the Council of
Economic Advisors. The Council would focus on policy issues that need a
White House perspective, bringing together all elements of government but
incorporating the Presidential perspective. Such a Council could integrate or
at least coordinate and review key issues. It could also be a central place to
interact with the Congress.

I would not recommend, at least not as it is first established, that the
Council have implementing authority, instead leaving that for now with the
relevant departments and agencics. But the Council should have the
authority to review budgets on cyber and to be able to make
recommendations as part of the budgetary process. Ultimately, it might be
that the Council took a more strategic directive role (as has been
contemplated for the National Counter-Terrorism Center in its area), but the
Council should work for a period of time before it was determined whether
to make it more than a policy office.

The Council could also review the important issue of whether there
should be created a government “cyber corps.” Such a group could be joint
and multidisciplinary—and probably should be looked at as a potential
interagency approach. Operationally, a cyber corps could integrate
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influence, attack, defense, and exploitation in the operational arena—and
could help support those efforts in the departments and agencies. But
whether to have a cyber corps probably cannot be determined until the
government itself has developed a more structured and thorough approach to
cyber.

Now let me turn to several key issues the Council would focus on.
2. Security

The first issue is obvious: classic cyber security. The cyber world is
not secure. Each level of cyber—physical infrastructure, operational
software, information, and people—is susceptible to security breakdown,
whether through attack, infiltration, or accident.

The fundamental questions for the cyber policymaker are what level
of protection is appropriate and whether and how that may be achieved.

In evaluating the level of protection that seems appropriate, an
important immediate question is whether such levels might be differentiated
by use and user. The United States already makes such a differentiation in
protecting its military and intelligence capabilities—some being built on
entirely separate networks.

A second fundamental issue i1s how to reach the appropriate balance
between exploiting the positive aspects of cyber versus accepting the risks
that costs may arise as a consequence. Or, to put it another way, increased
functionality has often been associated with increased vulnerability—a
simple example would be that increasing the number of sites one visits on
the Internet, which broadens the access and usefulness of the Internet,
concomitantly increases the likelihood that a virus will be downloaded onto
one’s computer. In making such an evaluation, the consequences of the risks
need to be assessed—not just the probabilities but also the lasting costs.
Taking down the electric grid for a day would be high cost and arguably not
acceptable, but taking it down for a year would be catastrophic beyond
question.

To deal with these concerns, my recommendation is that the federal
government needs to take a more directive approach to ensuring cyber
security, both for governmental and for private cyber. Specifically, I
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recommend a two-step approach of addressing vulnerabilities. First, a
differentiation should be made among “indispensable,” “key” and “other”
cyber capacities. “Indispensable” cyber would include critical military and
intelligence capacities, and other capacities that the nation simply could not
afford to lose for even a short period of time. “Key” would include critical
functionalities that could not be lost for any length of time, but for which
short-term work-arounds might be available, or functionalities whose
exploitation (as opposed to loss) by adverse parties would have
consequential effects for the nation. Included in this category might be the
electric grid and certain critical financial networks (although a determination
would have to be made whether they need to be in the first “indispensable”
category), as well as capacities such as the defense industry which is
necessary for key work for military and intelligence functions. “Other”
would include the great bulk of cyber, but, as described below, that
categorization could still involve a higher degree of security requirements.

Second, for each of the three categories, appropriate security measures
would be required or encouraged, some measures to be undertaken by the
government. For the “indispensable” category, the government would
provide security, including such activities as monitoring for attacks,
providing protection, and generating responses as appropriate, including the
possibility of reconstitution or the establishment of redundancy. For the
“key” cyber, the government could require certain levels of security
protection, and could provide part, including the possibility of, for example,
monitoring, response, and support. For the “other” category, the government
could require and/or encourage security through regulation, incentives,
information, and coordination, such as working more closely with software
vendors. In this necessarily large, last group, differentiations could be made
among types of businesses (e.g., large and small) and among nature of user.

The cyber security situation currently faced by the United States is not
unlike the early days of recognizing the issue of environmental protection.
Affirmative action by the federal government was required-—as by the Clean
Air and the Clean Water Acts—and a level playing field had to be
maintained to be fair to industry. A comparable effort is now required for
cyber. However, in the cyber world, the situation is even more complicated--
any security program immediately presents extremely important and
challenging privacy and civil liberties questions. Such issues must be
directly faced, and a full dialogue undertaken with the American people.
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A “differentiated security” program ought to result only from joint full
consideration by the Executive Branch and the Congress working together to
create a full review. Hearings should take place with Executive Branch,
industry, and individual participation. From such an effort a framework can
be created for appropriate regulatory establishment of security arrangements
including appropriate allocation and/or sharing of costs, and the protection
of privacy and civil liberties. This effort should be given high priority by the
Executive and the Congress.

3. Human Capital and R&D

Cyber is a manmade construction, and one that particularly relies on
human ingenuity and technological capacity. To maintain leadership in the
cyber world for the United States demands that both individual capacities
and research and development be maintained at the highest levels.

To accomplish those goals, it seems to me that two obvious, but
crucial actions need to be undertaken: first, teachers at all levels in the
science, technology, engineering and mathematics fields need to be recruited
and rewarded on a continuous basis; and a steady pipeline of students who
will work such scientific and technological problems for their productive
careers needs to be maintained. Numerous ways have been proposed to
accomplish those goals—but the fundamental recommendation [ have is that
it is time to stop talking and start doing. This Committee could lead a joint
Executive Branch-Congressional effort to enhance scientific and
technological human capital and by doing so would do much to help ensure
the United States’ continued leadership position in cyber.

Maintaining human capital is not sufficient if there are not adequate
resources for that capital to utilize. The United States has traditionally relied
on specialized government laboratories to complement private industry
efforts to accomplish key national security goals. That has been true in both
the nuclear and energy areas. But, in the cyber arena, no such structures have
been developed, and governmental efforts are limited. For example, the
Department of Homeland Security cyber research and development budget
for FY 2007 was less than $50 million. Similarly, as the Vice-Chairman of
the Joint Chiefs of Staff has stated, “We as a nation don’t have a national lab
structure associated with [cyber] so we aren’t growing the intellectual capital
we need to . . . at the rate we need to be doing.” In short, there is not
sufficient fundamental research and development activity through the
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combined efforts of the public and private sectors to ensure the United States
continues to develop its cyber leadership capabilities.

I do recognize that the private sector conducts significant and highly
valuable cyber research. The private sector, however, is understandably
motivated significantly by the profit motive, and there are issues that
government needs to address because the appropriate level of effort will not
be generated through market activity alone. The government can, of course,
rely in part on the private sector for such R&D, as it does in other national
security areas. However, creation of government cyber laboratories will
establish the ability to delve deeply into key questions under government
control in a way that cannot always be accomplished through the contracting
process.

A three-part program of establishing national cyber laboratories; very
significantly increasing R&D funding for governmental agencies; and
enhancing private sector activities through direct contracts and incentives
would significantly increase the medium and long-term capacities of the
United States. At a time when other countries are advertently adding to their
cyber capacities and placing them in direct competition with those of the
United States, it is critically important to respond to such challenges.

4. Governance

The existing cyber governance structure is a creature of history, more
than of logic. It nonetheless has worked well for the United States (and the
world), as cyber in all its manifestations has continued to develop. There are,
however, two important factors which call for the United States to undertake
a thorough review of cyber governance.

The first is that the portion of the cyber governance that guides the
Internet is both sufficiently “ad hoc” and perceptually U.S.-dominated that
there have been significant calls by other countries to revise the structures.

The second is that there is no effective international arrangement that
deals with the security and law enforcement aspects of cyber. Given,
however, cyber’s international character, national security efforts as well as
the development of enforcement will necessarily be less effective than could
be accomplished by an integrated international effort.
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Given the probability of an international call for significant change in
Internet governance and the desirability from the United States point of view
for changes to enhance security and law enforcement, this Committee could
lead an effort, working with the Executive Branch, to generate an
international proposal around which a consensus can be built. Undertaking a
series of hearings to explore governance issues would be a good first step
toward establishing such a consensus.

B. Geo-Political Issues

In addition to structural issues, cyber presents certain key geo-political
issues. Last year, [ testified to this Committee on the issue of strategic
communications so I will not rehearse those comments. Instead, let me focus
on four other important issues.

1. Deterrence
Cyber attacks—hacking of various kinds—are a fact of modern life.

Cyber deterrence has often been thought very difficult because of the
difficulty of attribution of the source of cyber attacks. While there is no
question that attribution is a consequential issue, nonetheless deterrence in
the context of cyber is a viable strategy and one on which the United States
ought to embark much more advertently. The components of such a strategy
would consist of the following:

First, any approach to deterrence of cyber attacks need to be
considered in an overall concept of deterrence—not as a separate cyber
arena. Such an effort would utilize a combination of potential retaliation,
defense, and dissuasion. It would be based on all elements of national
power, so that, for example, any retaliation would not necessarily be by
cyber but could be diplomatic, economic or kinetic—or cyber—depending
on the circumstances. Retaliation, when and if used, would be at a time,
place and manner of our choosing.

Second, in generating the policy, some important differentiations
could be consequential. State actors generally act for classic geo-political
aims, and are susceptible to classic geo-political strategies in many
instances. Retaliation of various sorts may be more available against state
actors, and dissuasion likewise more effective. By contrast, non-state actors
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may be less susceptible to classic geo-political strategies (though indirect
strategies, such as affecting the country in which they are in, may have
impact). Cyber defense, law enforcement, and, for terrorists, classic
counter-terrorist techniques may be most effective.

Third, one important question is whether there is a threshold at which
more significant responses become appropriate. It bears restating that there
are a great many intrusions already ongoing, and responses have not been
dramatic. In analyzing this issue, it may be useful to separate what might be
termed “high” end attacks from “low” end attacks. If one hypothesized a
very significant attack that rendered, for example, military or key financial
systems inoperative, the probability would be that a very significant
response would be appropriate. A state actor who undertook a “high end”
attack should certainly understand that the United States could undertake a
“counter value” response that would not be limited to a response on cyber
assets. The potential of a response against the high value elements of a state
should add significantly to deterrence. Likewise, it should be clear that an
attack in the context of an ongoing conflict, whether against state actor or
non-state actor, likely will receive a very significant response. Dealing with
cyber actions by Al Qaeda or the insurgency in Iraq, against which we are
militarily engaged would seem to be different than dealing with a new
problem where force has not already been used.

On the other hand, even if, for example, it was clear that an identity
theft ring was being operated out of a particular country, it probably would
be the case that law enforcement and diplomatic responses would be used.
The degree of damage generally would not be deemed to be sufficient to
require a highly significant response. Such restraint, however, might not
always be the case in circumstances that are usually are the province of law
enforcement. Historically, some instances of criminal behavior have led to
very consequential United States efforts, such as the 1989 invasion of
Panama and the capture and subsequent trial and incarceration of its
president for drug trafficking. Moreover, a very effective response against
criminal use of cyber potentially would add credibility to the prospect of a
response against other actors.

Fourth, one important difference between high end and low end
attacks may be that it will be easier to attribute the high end attack to its
source. Because states normally will act for geo-political reasons, a high
end cyber attack by a state likely will occur in a context in which it may be
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possible to determine the source. Nonetheless, attribution is a significant
challenge, and an important part of a deterrence policy will be to create
greater capabilities to allow for attribution. Those should include developing
more effective technical means, such as monitoring and intrusion devices as
well as trace-back and forensic capacities, and it might involve other
technical efforts such as new architectures, new protocols, and new types of
servers and routers. In addition to technical responses, intelligence
capabilities and law enforcement capabilities might be expanded. An
important element of deterrence will be expanding protection beyond
governmental entities. As I have recommended, this will require a
differentiated response to security, and an important element of deterrence
will be to ensure making the appropriate private networks “hard targets.”

Finally, inasmuch as cyber is inherently international, working with
the international community will be indispensable to generating effective
deterrence. That is true for both high end and low end attacks. At the high
end, a common approach will be important as is true of all conflicts to
establish the international framework that will help end the conflict on the
most desirable terms to the United States. Likewise, allies and partners may
have important technical and other capabilities to help enhance retaliation,
defense or dissuasion. At the lower end, greater cooperation will advance
law enforcement and diplomatic capacities.

To accomplish both high end and low end goals, the United States
will want to lead a variety of efforts, including assuring that the NATO
treaty is understood at a minimum as including high end attacks as a matter
of treaty consequence; developing binding law enforcement mechanisms
perhaps modeled on the European Union Convention on Cybercrime; and
perhaps generating a new international regime that provides internal
guidance, as well as requirements for cooperation, for all countries—
potentially modeled on United Nations Security Council resolutions
undertaken in the light of the 9/11 attacks. As a critical element in
undertaking such action, it will be important for there to be a significant
policy and legal review to determine relevant constitutional and statutory
considerations (including the possibility of revising statutes), and generating
an effective international diplomatic strategy. Ultimately, it may be
worthwhile to expand the current relatively limited United States declaratory
policy regarding cyber, but such a decision should await the results of any
review.
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In sum, the United States needs a much more robust deterrence policy
with respect to cyber than it currently has. Such a policy will include both
generating capabilities and undertaking political action.

2. Stability Operations

Cyber, through information and information technology, can
significantly increase the likelihood of success in stability operations—if
engaged as part of an overall strategy that coordinates the actions of outside
interveners and focuses on generating effective results for the host nation.
Properly utilized, cyber can help create a knowledgeable intervention,
organize complex activities, and integrate stability operations with the host
nation, making stability operations more effective. The critical decision for
policymakers is to decide to utilize on a systematic and resourced basis the
capabilities that cyber provides. Three actions would help create an
effective cyber strategy for stability operations.

First would be to recognize the need for including cyber as part of the
planning and execution of any stability operation. Accordingly, in both
civilian and military efforts—and specifically in joint and Service planning
documents—a cyber strategy element would be required.

The second element of a cyber strategy for stability operations is to
pre-establish partnerships with key stability operations participants. It is
important to underscore the word “key.” It is not possible, and would not be
effective, to try to establish pre-existing partnerships with all of the many
players who will be involved in a stability operation. But there are some
very key players who will regularly be involved and who would participate
in planning.

The third element of an effective cyber strategy is to focus on the host
nation. Cyber can be utilized to inform host-nation decisionmaking, to
enhance governmental capacities, and to support societal and economic
development. Those are all crucial elements of an effective stability
operations strategy.

This Committee could play an important role in the development of a

cyber stability operations strategy as it works with the Executive Branch in
the development of an overall strategy for irregular challenges.

11
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D. Network Centric Operations

Network-centric operations are a fundamental approach of the United
States military. We have been highly successful in their use, and substantial
efforts are ongoing to expand such capacities. I strongly support those
efforts but raise the following question. By focusing so heavily on network
centric capabilities, are we creating vulnerabilities that may be exploited by
opponents to our substantial detriment? Certainly, as has widely been
discussed, opponents are expected to attempt to use asymmetric means when
engaged in conflict against the United States. Computer network attack
against United States networks—both military and those civilian networks
supporting the military—would be one potential type of asymmetry.

To offset such a potential problem, three specific efforts by the
Department of Defense could be undertaken-—all of which would come
under the heading of how to achieve “mission assurance,” i.e. the ability to
accomplish the objective despite significant opposition.

--First, a review should be initiated to determine the operational
vulnerability of network capacities. The review should include full “red
team” efforts designed to determine what negative effects could be created
under operational conditions, and would presumably require a number of
exercises. Since some important networks will be run by the private sector, it
will be necessary to create a process by which such networks can be
evaluated. The focus should not be just on red-teaming. On the “blue” side,
efforts should be made to determine what work-arounds and capacities exist
even after networks become degraded. Networks hardly would be the first
wartime systems or materiel to sustain degradation, and, in other arenas, we
certainly plan to move forward despite the problems created.

--Second, having assessed vulnerabilities, a determination should be
made as to the most important research, development, and/or acquisition
efforts necessary to overcome key vulnerabilities. To the extent that
important vulnerabilities are found to exist in the private sector, a public-
private approach will need to be generated.

--Third, as part of both the R&D and acquisition processes as well as

in future exercises, the implications of risk in cyber from potential network
vulnerability need to be systematically assessed.

12
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This Committee could play an important role by working with the
Department of Defense to generate the necessary focus on how to deal with
the asymmetric risks posed by cyber.

4. The Need for International Action

It should be readily apparent from the nature of cyber itself and the
discussions thus far that cyber cannot sensibly be considered solely on a
national basis. Cyber in many of its manifestations is a creature of
globalization, and it needs to be analyzed and reviewed with an international
framework and international consequences in mind. The fundamental issues
are the same internationally as they are from the United States perspective--
including security, governance, uses in geo-political context and others—
and their solutions will require, or at least be enhanced by, international
actions.

There are three international issues which call out for immediate
action. First, the 2007 cyber attacks on Estonia should make clear that the
North Atlantic Treaty Organization needs to undertake a comprehensive
review of its cyber policies. The review would include the obvious question
of when has an “armed attack™ in terms of the treaty occurred, and whether
the treaty or its interpretation needs to be revised to include the ability to act
jointly. But the review should also raise the issue of whether NATO has the
appropriate security arrangements for its forces, to allow for secure
interconnectivity, and for its nations to protect them from outside harm.
Moreover, the review needs to determine whether NATO has the proper
capacity for deterrence (retaliation, defense, and dissuasion, as discussed
above). Finally, it needs to analyze NATO capacity to use cyber in stability
operations and for influence, also as discussed above. I understand some
useful first steps will be put in place at the NATO Summit which will occur
this week. While those steps are warranted, they are limited, and a major
NATO effort concentrated on cyber is called for.

Second, international influence and international public diplomacy
need to be strengthened. There likely will continue to be a major battle of
ideas in the 21* century. The United States will need significant
international support to prevail, and cyber can be a key element, as I testified
to this Commiittee last year.
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Third, as discussed above, the international governance structure for
cyber needs to be strengthened. In the law enforcement arena, greater
cooperative measures need to be created. In the overall governance area,
there undoubtedly will be a major review.

sfe sfe sfe she sk sk ske sk sfe e skeoke ke ok ok fekokodok

Cyber offers major prospects for individuals, for organizations and for
governments. But it will require advertent steps to ensure that its potential is
best reached.

Thank you for the opportunity to testify, and I look forward to your
questions and the opportunity for discussion.
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Good afternoon, Mr. Chairman, Congressman Thornberry, and Members of the
Subcommittee. | am Lieutenant General Charlie Croom, the Director of the Defense
Information Systems Agency (DISA) and the Commander of the Joint Task Force -
Global Network Operations (JTF-GNO). As the Director of DISA, I report to the
Honorable John Grimes, Assistant Secretary of Defense for Networks and Information
Integration. As the Commander of the JTF-GNO, I report to General Kevin Chilton,
Commander of the United States Strategic Command. I am pleased to appear before the
Subcommittee today to discuss defense of the Department of Defense networks and the
roles that DISA and the JTF-GNO play in that defense.

Information is America’s greatest weapon system. In today’s complicated world, there is
an imperative for a global, interconnected force which demands we continue to transform
the way information is managed and shared to accelerate decision-making, improve
warfighting, create intelligence advantages, and optimize business processes.

1t is our responsibility to ensure warfighters can operate in this world and that they have

the right information at the right place and time to execute their missions.

As we begin, it is useful to define two terms we use in the Defense Department and to
provide some context framing my testimony. The first term is Global Information Gnid,
or GIG. The GIG is the globally interconnected set of information capabilities,
processes, and people for identifying, collecting, processing, storing, disseminating, and
managing information for the Department’s three mission areas: warfighting, business,
and intelligence. The GIG is supported by the network and computing infrastructure,
enterprise services which enable sharing of information, and information assurance to
protect and defend our ability to share information. It includes all owned and leased
terrestrial and satellite communications and computing systems and services, software,
data, security, and other necessary assets to ensure the Department can execute its
missions. In short, it provides the end-to-end capability required for information access
and distribution. DISA has a major role in providing and securing these capabilities as

the joint telecommunications and information technology leader in the Department.
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The second term is net-centricity. Net-centricity is the concept that generates increased
combat power through information technology that joins sensors, decision-makers, and
weapons systems to achieve shared awareness, increased speed of command and decision
making, higher operations tempo, greater lethality, and reduced friendly fire incidents.
Essentially, the concept of net-centric operations and warfare means that the United
States can deploy a warfighting unit anywhere in the world, enable it to connect to the
network, and enable it to pull the information it needs for its particular mission, place,
and time, while still receiving timely threat information This, then, requires that the GIG

be robust, agile, protected, and responsive, and indeed global as its name implies.

We envision a world in which United States military forces can deploy, connect, and
operate unimpeded in a net-centric manner. It is a world with well-developed, mature
standards and no seams between the sustaining base and the tactical edge. Itis a world in
which information, whether voice, data, and video, is converged on a mature, technology-
fresh, and available Internet Protocol (IP) network. It is a world in which the past
differentiation between the network and computing or data processing no longer exists
since computing will be done virtually across the entire network. It is a world in which
the United States military can freely exchange information routinely with coalition
partners, state and local authorities, and others responsible for the security and defense of
the United States. The technology employed is agile, adaptive, and capabilities-based. It
uses machine-to-machine communication and wireless connectivity, allowing connection
regardless of location. However, it is also a world where the security challenges are
continuing to grow along with improved capabilities. And, we imagine and envision a
world in which our soldiers, sailors, airmen, and marines are always equipped with state-
of-the-art capabilities and services with access to protected information when and where

they need it.

From my point of view, DISA provides four pillars essential to the Department’s mission

that enable net-centric operations and warfare.

)
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First is the underlying telecommunications and IP network, the Defense Information
Systems Network or DISN. The DISN is a global communications network that must
always have bandwidth that can be configured, allocated, and managed end-to-end to
meet mission demands. To augment the terrestrial portions of the network, DISA
provides DoD Teleports and satellite ground stations that permit deployed warfighters
using satellite communications to connect to the DISN. The Department also has many
networks acquired and operated by Military Services and Defense Agencies. These
networks adhere to the broad architectural and engineering guidance provided by DISA

and operate under the operational command of the JTF-GNO.

As we support the network, we face two key challenges. We must continue to keep the
network fresh with evolving technologies that allow greater and faster information
sharing and that allow us to defend it appropriately. Additionally, we must expand it to
meet changing mission and capacity demands. The establishment of the Africa
Command and the growing demand for bandwidth attendant to the increased use of
intelligence systems like the Predator and Reaper are two examples. Refreshing and

expanding the network costs money. The Department is addressing these challenges.

The second pillar is the computing infrastructure provided by our Defense Enterprise
Computing Centers or DECCs. Our professionally managed, high capacity, protected
computing infrastructure is well established, and it increasingly provides highly scalable,
on-demand processing just like major web services providers such as Google and
Amazon. We are employing innovative, capacity-on-demand services to acquire data
processing and storage as services provided by vendor partners on our data center floors.
We pay only for the capacity needed. This approach has benefits of reduced time to add
capacity, more efficient operation, technology currency, and reduced costs. This
breakthrough in acquiring processing and storage capacity as managed services with

utility-like pricing means our customers will pay only for the capacity consumed.

Third is the set of capabilities and services that enable and facilitate sharing information

among systems and users. We link producers and consumers of information across all
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mission areas ~ warfighting, business, and intelligence. This is being done through the set
of core enterprise services including collaboration, discovery, content delivery,
mediation, and security provided by the Net-Centric Enterprise Services (NCES)
program. These are essentially the “behind-the-glass” services enabling collaboration
and commerce on the Internet, but within our protected penimeter. A fundamental
capability for allowing and managing information sharing provided by NCES is the

service-oriented-architecture (SOA) foundation services.

Fourth are the programs enabling command and control, the Global Command and
Conirol System (GCCS), and combat support, the Global Combat Support System
(GCSS). These systems, like most others today, are tightly designed and integrated — we
call them hard-wired meaning they are costly, in both time and money, to update and
change. With the new Network Enabled Command Capability (NECC) program, we are
acquiring a new set of joint command and conirol capabilities, built on the core services
provided by NCES, which are loosely coupled to enable more agile, efficient information
sharing for command and control. NECC uses a tailored acquisition approach to more

rapidly make available a series of smaller and scalable command and control capabilities.

Additionally, DISA provides a number of special capabilities and services. The White
House Communications Agency (WHCA) which is organized under DISA, provides
communications for the President, Vice President, and others both on the 18-acre White
House compound and when they travel. We have modernized the capabilities used to
support the President over the past five years and have programmed continued
modernization throughout the future year’s Defense Plan. We also provide critical
support to the Department through the Joint Interoperability Test Command (JITC) and
the Defense Spectrum Organization. The JITC provides interoperability testing and
certifications for all joint communications and information technology systems acquired
by the Department. The Defense Spectrum Organization provides support to the
Secretary in ensuring the Department has the radio spectrum frequency agility needed to
allow us to operate globally. It also provides technical support to deploying warfighting

forces to de-conflict frequency congestion and solve interference problems.
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DISA is the Department’s acquisition agency for joint telecommunications and
information technology capabilities and services. We have a highly trained and skilled
acquisition workforce, solid processes, and a solid governance and oversight structure for
acquisition. We adopt innovations and processes to quickly and agilely deliver
capabilities and services to close the gap between the availability of technologies and
fielding them for warfighting advantage. Additionally, DISA’s Defense Information
Technology Contracting Organization (DITCO) is the primary acquirer of
telecommunications and IT services for the DoD, and last year contracted for $3.6 billion

of services.

Today, speed of delivery is often more important than a perfect solution. In DISA, we
follow the precepts of “adopt-before-we buy” and “buy-before-we-create”. If another
organization has developed or acquired a capability or service that either fits or is close to
fitting an enterprise need for which we are responsible, we adopt it. When opportunities
to adopt are not available, we turn to the private sector and acquire a capability or service
that either fits or is close to fitting the need. Our final choice is to create or build, and we
intend to avoid development and turn to others for solutions when we can. We will
pursue the “adopt-before-we-buy” and “buy-before-we create” approach as a way of
getting the 80-percent quality solution in the hands of the warfighter more quickly. To
help with this philosophy, we have developed relationships with industry partners for
strong performance-based solutions, speed, risk balance, and mission assurance. We
have taken this approach with the knowledge that acquiring information technology
capabilities and services is not like buying fighter planes or naval combatants. Why?
Because the rate at which IT changes requires fast and agile acquisition to keep pace with

the change.

Another area where we have worked hard to continue to close the gap between the
availability of technologies and fielding them for warfighting advantage, is to employ
risk-based testing, use right-sized information assurance {1A) certification, streamline the

requirements process and speed decision making. These initiatives are risk management-
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based instead of process-based, and they are required to match the pace of change of
technology and deliver at near Intermnet speed. This means we must move away from the
traditional, weapon system-based, program-centric manner in which the Department

acquites today.

Now, I will turn to defense of the GIG. Fundamentally, the components of the GIG must
be protected and defended to ensure they perform when needed. We must command and
control the network and aggressively defend it. Yet, today’s ever changing world creates
many security challenges. We now have on-demand information sharing and
collaboration through chat, text messaging and phones with cameras, and we rely on, in
fact demand, these tools and capabilities; yet they are also vulnerable to cyber attacks and
exploitation by a variety of actors. We are able to work wherever we are, given security
considerations, and we see increased use of the Intemnet at work as routine. So,
considering this highly collaborative information sharing environment, how do we defend
the GIG such that it will perform the military mission when needed and still allow us to
take advantage of the incredibly powerful collaboration and sharing tools and allow

people to utilize the Internet?

Now, to the threats. They are on the rise and increasing in sophistication. A number of
nations and groups are actively developing and refining exploitation capabilities. We
have seen attempts by a variety of adversarial state actors and non-state actors to gain
unauthorized access to, or otherwise degrade, our information systems and networks.
Malicious penetrations and exploitations are used to steal personal, technical, and
financial information and, if the actor so chooses, may be used to disrupt, degrade, or
destroy information systems themselves or to prevent efficient operation of critical

systems that we depend upon.

Commercial Internet security companies, who consistently monitor the Internet for
deployment of malware and malicious code, have recently released their 2008 predictions
of the top ten cyber security threats. The picture they present is not positive. In spite of

ever-improving defenses, vulnerabilities continue to increase and are increasingly being
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exploited by a variety of actors. Sophisticated website attacks that exploit browser
vulnerabilities, more effective botnets, cyber espionage by resourced actors, mobile
phone and Voice over Internet Protocol (VoIP) exploitation, insider attacks, identity theft,

and spyware are all increasing. Thus, challenges for network defenders grow daily.

Comumercially available threat reports estimate that up to one in every 600 social
networking pages hosts malware. For instance, Sophos maintains that they discover one
new infected web page every 14 seconds, which equates to 6,000 a day. Of these newly
infected pages, approximately 83% of them are legitimate websites that have been
hacked. Additionally, the number of phishing web sites continues to rise exponentially.
McAfee Avert Labs saw a 784 percent increase in phishing web sites in the first quarter
of 2007 alone.

Socially engineered email is increasing in sophistication and remains a particularly
effective source of malware delivery. Therefore, user education in the identification of
malicious email remains one of our most critical network defense tasks. One security
firm noted that threats spreading via email file attachments have actually declined, as
hackers and malicious code writers turn to the web to host their attacks. However,
although malicious email attachments may have been reduced in percentage terms, emails
containing links to malicious websites continue to pose a growing problem to computer

users.

The increasing popularity of user-contributed web services and social networking sites is
placing traditional web filtering and antivirus solutions at a disadvantage in the battle to
maintain the integrity of the Internet. Content on many popular sites today is
unregulated, user-contributed, and constantly changing. The dynamic nature of these sites
facilitates the ability to embed malicious code within the Jegitimate web-based content
with the goal of affecting larger populations. One popular networking site was attacked
by an Internet worm that was designed to steal login and password information from
users. The worm was so effective that when an informal scan of 150 profiles was

conducted by a commercial security company, it found that almost one-third of the
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profiles were infected by the worm. This is especially disturbing since the program not
only captured login credentials, but also sent email embedded with malware from the

compromised system to others in the user’s contact list, making it self propagating.

Another increasing area of concern is the exploitation of supply chain vulnerabilities that
results in infected consumer devices being sold to the general public. Through this
mechanism, retail outlets are increasingly becoming unwitting distributors of spyware
and malware. Devices with USB connections and the software packaged with them can

contain malware that infects victims' computers and connects them into botnets.

Aware of these threats, the Department employs a multilayered strategy in operation and
defense of the GIG focused on achieving maximum mission assurance by protecting
secrets when necessary while sharing as broadly as possible. The strategy involves
minimizing vulnerabilities, driving out anonymity in every interaction, and deploying a
robust cyber attack detection and response capability. The GIG is operated as a
warfighting system, with a professional NetOps force that is {ed by the JTF-GNO and
coordinated across the entire Department. Next, I'll give a few examples of the strategic

defensive layers.

A core element of our vulnerability management strategy is the employment of National
Security Agency (NSA)-approved cryptography throughout the networks which carry
classified information, and in the parts of the unclassified network that are more subject
to eavesdropping threats, for example, most commercial satellite communication

circuits. We also use commercial cryptography broadly inside the networks.

Another element is focused on ensuring that every device in the GIG is configured as
securely as possible and is kept that way, and that the right people know the state of
configuration of the GIG. DISA partners with the NSA, the National Institute of
Standards and Technology (NIST), other federal entities, and industry to develop
standard configuration descriptiohs and associated checklists for the technologies in the

GIG. System administrators use these products to configure systems and to check the
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configuration of systems. Auditors also use them to double check that systems are
configured properly. As part of this work, many entities in the Department, at NIST, and
in industry worked together to develop the Air Force Standard Desktop for late version
Microsoft operating systems. This is being adopted DoD-wide, and has extended this
year into the rest of the federal government as the Federal Desktop Core Configuration
which is being mandated across the federal government by the Office of Management

and Budget.

In order to ensure that the configuration of deployed equipment is updated as soon as new
vulnerabilities are found, the JTF-GNO monitors government-developed and public
vulnerability information. When significant vulnerabilities in important technologies are
found, the JTF-GNO issues an alert to all units in DoD directing that action be taken
promptly to fix the new vulnerability and directs that the status of these fixes be reported
back to the JTF-GNO in a time certain. These alerts are called information assurance

vulnerability alerts, or IAVAs.

DISA acts as the program manager for the Department’s computer network defense
oversight group called the Computer Network Defense Enterprise Solutions Steering
Group (CND ESSG). The CND ESSG focuses on understanding our computer network
problems and the ability of commercial and government-developed products to solve the
problems. It also focuses on developing specifications for solutions and assisting in
proposal evaluation. DISA holds the budget for this DoD-wide group, and performs
acquisition and deployment support for products directed by the CND ESSG. They are

deployed by the Military Services inside their boundaries.

Under the CND ESSG, DISA acquired antivirus tool enterprise licenses, which include
“personal” firewalls and anti-spyware utilities that further harden computers. We are also
deploying the Host-Based Security System (HBSS), which was the JTF-GNO’s number
one priority for improving the security of individual computers on both our unclassified
and classified networks. HBSS will help us manage the configurations of our compuiers

and automatically detect and block certain types of attacks while helping us to develop
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the situational awareness necessary 1o beiter understand evolving threats. Deployment of
HBSS to the Combatant Commanders should be complete by late spring; deployments in

the Military Services will continue for several years.

Another element of our vulnerability management strategy is to drive out anonymity in
all cyber transactions in the GIG. The core of this strategy is the cyber identity credential
issued across the Department, the DoD public key infrastructure (the DoD PKI) as
originally required by HSPD-12. Keys are issued on every DoD physical identity card
{the common access card, or CAC). The JTF-GNO has directed that all workstation
logons be done using these credentials instead of passwords. CAC-based PXI credentials
are now used by the well over three million people to authenticate the majority of logins
to DoD workstations. This has reduced our vulnerability to password problems
significantly. We are now requiring more use of the credentials to digitally sign email
that contains attachments or web links. This will make it harder to counterfeit DoD email

or to tamper with an email.

I"d like to expand on use of configuration guidelines as a key part of our vulnerability
management strategy. DISA develops guidelines called Security Technical
Implementation Guides (STIGs) which are a compendium of policies, security
regulations and best practices for securing an operating system, network device, or
application. There are currently twenty-four STIGs. Recent additions have addressed
topics such as wireless messaging, video teleconferencing, domain name system security,
and access control. A primary focus in 2007 was addressing guidance for Internet
Protocol (IP) Version 6. Our work on STIGs is complemented by close association in the
development of configuration guides with industry, for example Microsoft and Apple,
and other government agencies. We believe that close partnership among industry, DoD,
and NIST will result in the acquisition and delivery of systems already configured to
operate securely on our networks and avoid the labor intensive process we go through

today to lock down systems prior 1o use.
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In spite of our best efforts, our defenses will never be perfect. Clever and persistent
adversaries will always be looking for holes in our defenses, even if temporary. Because
of this, we deploy and operate a wide variety of commercial and government-developed
attack detection and diagnosis techinologies. We monitor traffic going to and from the
Internet at the gateways between DoD and the Internet. DISA also monitors traffic in the
network core internal to the Department. DISA and the Military Services monitor traffic
that goes from the core network into bases and other enclaves. The Military Services,
NSA, DISA, and the JTF-GNO have analysis cells that look at the Department’s
information to discover trends and find vulnerabilities which are shared among the
community. DISA operates four theater NetOps centers that fall under the operational
control of the JTF-GNO. These theater NetOps centers run and monitor the network
infrastructure in each primary geographic theater and provide attack detection and

diagnosts service in each theater.
I"d like to talk now about a few examples of other improvements we are making.

We are moving to enable greater automated configuration control and management along
with associated metrics and reporting. We conform to the vanous standards that make
up the Security Content Automation Protocol (SCAP), a set of data standards for
describing things like configurations, vulnerabilities, and measurements of configuration.
SCAP allows us to describe standard configurations in a machine-readable, standards-
compliant way. The SCAP effort is being led by NIST with strong participation from
NSA, DISA, the Director of National Intelligence (DN1), and industry.

We will move all publicly visible and partner-visible applications into what are called
demilitarized zones (DMZs) at the boundary between DoD and the outside world. DMZs
provide protection of web sites and services accessible from the Intemet and stronger
protection for databases and other data which will no longer be directly visible to those
outside of the Department. All external accesses to these databases must go via servers in
the DoD DMZs. We have several DMZs already, and we are building more in

conjunction with the Military Services, and NSA.

1
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Related to the DMZ effort, we are also looking at ““zone” protections for selected
communities of users based on the type and importance of the mission they perform.
Examples of communities would include combat patrol, supply chain, or R&D. Zones
would allow the communities to perform their missions in a protected manner and to
isolate them from attacks from others with freer access to the Internet, in other words,
segregate mission work from non-mission work. Zoning implementation will be in the
network, perimeter defenses in the network, and in the operating systems of the

computers in the zones. I expect we will begin this in the next year or so.

We are also modifying the structure of the DoD domain name system so that all domain
name system queries from outside of DoD will be satisfied in the DoD DMZs. The
distributed nature of the domain name systems today means that we must have many of
these servers in the Department. This new approach will reduce the attack vulnerability
of the DoD domain name system and allow us much better contro! over what we look like
from a network perspective to the outside world. We expect this system to be deployed
this year. We are also working to deploy a system that will handle domain name system
queries going in the other direction, from DoD to the Internet. We will intercept all of
these queries at the boundary between DoD and the Intemet, and we will perform the
query on behalf of the internal DoD customer, then return the result to the customer. This
will allow more uniform protection from another set of attacks that depend on certain

characteristics of the domain name system.

I"d like to talk now about the evolution of the classified networks. We have made efforts
to further improve resistance to physical breach and to improve resistance to attacks by
insiders, for example spies and saboteurs. One of the most fundamental efforts is the
deployment of an improved cyber identity credentialing infrastructure on the classified
networks. The so-called SIPRNET PKI is foundational both to getting stronger
accountability in all interactions in the classified networks and to improving sharing by

opening more information sources owing to this much stronger accountability. We
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expect to begin deploying the improved SIPRNET PKI next year, and based on our

expertence with the unclassified PK1, I think it will take a few years to complete.

As we change the unclassified PKI to support the issuance of cyber identity credentials to
more types of network hardware and software, we will also deploy this capability on the
SIPRNET. This will reduce our exposure to certain kinds of attacks and it will pave the
way for much broader use of the service oriented architecture enabled capabilities on

classified networks.

Over the next year, we will emphasize stronger interagency operational governance of the
classified networks. In addition to NetOps improvements we continue to make, we will
work to improve interagency connection approval and compliance validation inspection

processes to ensure we are all adhering to the same standards for connection.

One final word on interagency governance -- many of us, including vendors, are often
frustrated because at least three groups of security implementation guidance exist. DoD,
DNI, and NIST have each published guidance, much of which overlaps. In qualifying
products, vendors must sometimes be evaluated in two or three of these overlapping sets.
We have agreed to harmonize security guidance across the federal government, and to
develop a uniform method of certifying that systems comply with the required controls.
This should simplify things for vendors to the Department and for government employees

alike, and this simplification should improve security everywhere.

Mr. Chairman, I hope I have given you a good picture of the importance of information to
the Department of Defense and the imperative that we protect it diligently. In the closed
door classified discussion we had with you recently, my colleagues and 1 described the
cyber security threats the Department faces daily. Support from the Congress in this
arena is critical. Iask your continued programmatic and fiscal support so that we can
together work to keep the Department’s networks and computers secure. Thank you, Mr.

Chairman. Ilook forward to any questions you and your colleagues might have.

13



QUESTIONS SUBMITTED BY MEMBERS POST HEARING

APRIL 1, 2008







QUESTIONS SUBMITTED BY MR. SMITH

Mr. SMITH. Are there areas in which you believe the government is underinvested
that should be enhanced (or, conversely, where there is too much investment and
the areas can be deemphasized)?

Mr. KRAMER. I believe the government could usefully increase investment in four
areas—people; establishment of cyber laboratories; enhanced research and develop-
ment; and development and support of infrastructure protection.

People—As I stated in my testimony, “teachers at all levels in the science, tech-
nology, engineering and mathematics fields need to be recruited and rewarded on
a continuous basis; and a steady pipeline of students who will work such scientific
and technological problems for their productive careers needs to be maintained.”
The federal government could support those efforts by a variety of incentives,
grants, and scholarships, among other approaches.

In addition, I recommend that the Congress evaluate whether creating a “cyber
corps” of high level professionals would be valuable. There are many dedicated cyber
professionals already working for the government, so establishing a cyber corps
should not be done without appropriate analysis—but a group that had the capacity
to work across agency lines might have high value.

Cyber laboratories—As I stated in my testimony, “The United States has tradi-
tionally relied on specialized government laboratories to complement private indus-
try efforts to accomplish key national security goals. That has been true in both the
nuclear and energy areas. But, in the cyber arena, no such structures have been
developed, and governmental efforts are limited. For example, the Department of
Homeland security cyber research and development budget for FY 2007 was less
than $50 million. Similarly, as the Vice-Chairman of the Joint chiefs of Staff has
stated, “We as a nation don’t have a national lab structure associated with [cyber]
so we aren’t growing the intellectual capital we need to . . . at the rate we need
to be doing.” In short, there is “not sufficient fundamental research and develop-
ment activity through the combined efforts of the public and private sectors to en-
sure the United States continues to develop its cyber leadership capabilities. . . .
The government can, of course, rely in part on the private sector for such R&D, as
it does in other national security areas. However, creation of government cyber lab-
oratories will estalish the ability to delve deeply into key questions under govern-
ment control in a way that cannot always be accomplished through the contracting
process.”

Enhanced research and development—In addition to government cyber labora-
tories, there would be great benefit in increasing overall research and development
funding by the federal government. As I said in my testimony, “I do recognize that
the private sector conducts significant and highly valuable cyber research. The pri-
vate sector, however, is understandably motivated significantly by the profit motive,
and there are issues that government needs to address because the appropriate level
of effort will not be generated through market activity alone. The government can,
of course, rely in part on the private sector for such R&D, as it does in other na-
tional security areas.” Accordingly, I recommend, as I said previously, “very signifi-
cantly increasing RUD funding for governmental agencies; and enhancing private
sector activities through direct contracts and incentives.” Undertaking such actions
would significantly increase the medium and long-term capacities of the United
States. At a time when other countries are advertently adding to their cyber capac-
ities and placing them in direct competition with those of the United States, it is
critically important to respond to such challenges.

Development and support of infrastructure protection—Cyber capabilities are vul-
nerable both because of security issues in the cyber arena itself and because of the
vulnerability of the electrical grid. On the latter issue, the Defense Science Board
has issued a recent report which underscores that vulnerability—but this is only one
of very many such analyses. In my opinion, significant efforts should be undertaken
to make the electrical grid less vulnerable, both from physical and cyber attack. One
area of focus should be whether SCADA systems should utilize the standard Inter-
net protocols, which make them vulnerable to numerous viruses and other forms of
attack. As I stated in my testimony, “Taking down the electric grid for a day would
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be high cost and arguably not acceptable, but taking it down for a year would be
catastrophic beyond question.”

More generally, whether through government laboratories, increased R&D spend-
ing or otherwise, investments in network system architectures that are less vulner-
able to potential attack means and better methods of attack attribution would have
high potential value.

Mr. SMITH. 2) Do you have any recommendations about how the USG should
quantify the costs or economic impacts of a cyber attack?

Mr. KRAMER. The consequences of a cyber attack—depending on its nature—could
include economic, governance, and social impacts. Economic impacts can be quan-
tified in the same way other significant disruptive factors, such as hurricanes, are
quantified. While cyber generally will not have physical consequences, it will have
business disruption consequences, and such consequences are often calculated at
both the micro and macro levels.

I understand that there are several organizations that are developing tools to esti-
mate the costs of such attacks. While I do not have personal experience with them,
they include the US Cyber Consequences Unit (a private 501(c)(3) organization), the
University of Virginia Center for Risk Analysis, and the National Infrastructure
Simulation and Analysis Center which operates under the direction of the Depart-
ment of Homeland Security (DHS), Office of Infrastructure Protection (IP), Infra-
structure Analysis and Strategy Division (IASD), and includes analytical staff at
Sandia National Laboratories and Los Alamos National Laboratory in New Mexico.

It is important not to limit the analysis of the consequences of a cyber attack to
the economic. The attacks in Estonia show that governmental functions can be sig-
nificantly disrupted, which would be of high consequence to the American public.
Similarly, societal functioning increasingly relies on cyber—for example, telephone
via voice-over-IP—and cyber attacks could be highly consequential.

Mr. SMITH. 3) What sort of technology might the government be able to pursue
to help enhance privacy protections without jeopardizing security?

Mr. KRAMER. The challenge is to harmonize security and privacy considerations.
Unfortunately, privacy needs can come into conflict with the need for attribution of
cyber attack activities. But, an appropriate balance may be reachable, particularly
with technologies that are collectively referred to as “traffic flow analysis” tools. It
is very important for the Congress to thoroughly analyze such issues to determine
how such a balance should be struck and what protections should be required.

I do not have technical expertise, but it is my understanding that the traffic flow
analysis tools do not look at packet contents, but instead focus on header informa-
tion to determine the source and destinations of groups of packets. By looking for
anomalies in this traffic information, sensors can detect both large-scale attacks, as
well as subtle outliers that may indicate a fine-tuned attack. By subtracting nonnal,
expected traffic patterns from the actual traffic on the network, such tools can high-
light specific traffic flows and packets that may require more analysis. The traffic
flow analysis itself is not looking at message content, as it relies on information that
ISPs themselves use to route packets through their networks--though it does review
some information and would still need to be under appropriate procedures. Once
anomalies are identified, suitable procedures and/or court review could be estab-
lished to zoom into the payload (i.e., non-header) parts of packets to discern the de-
tails of subtle, outlier attacks, while still maintaining privacy of those users whose
packets are not included in the anomalous set. It is important to recognize that I
am only recommending reviewing the potential of a general approach, and the spe-
cifics would need to be critically evaluated and highly important. Any such activities
should be according to a framework and rules set by the Congress working in con-
junction with the Executive Branch.

Mr. SMITH. 4) What sorts of actions can the government take to help create incen-
tives for developing/adopting/deploying security technologies?

Mr. KRAMER. In addition to the research and development activities discussed
above, the government can take regulatory and direct support actions and can pro-
Vid{e incentive support related to the adoption and deployment of security tech-
nologies.

As I stated in my testimony, “a differentiation should be made among ‘indispen-
sable,” ‘key’ and ‘other’ cyber capacities. ‘Indispensable’ cyber would include critical
military and intelligence capacities, and other capacities that the nation simply
could not afford to lose for even a short period of time. ‘Key’ would include critical
functionalities that could not be lost for any length of time, but for which short-term
work-arounds might be available, or functionalities whose exploitation (as opposed
to loss) by adverse parties would have consequential effects for the nation. Included
in this category might be the electric grid and certain critical financial networks (al-
though a determination would have to be made whether they need to be in the first
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‘indispensable’ category), as well as capacities such as the defense industry which
is necessary for key work for military and intelligence functions. ‘Other’ would in-
clude the great bulk of cyber, but, as described below, that categorization could still
involve a higher degree of security requirements.”

Based on that differentiation, “for each of the three categories, appropriate secu-
rity measures would be required or encouraged, some measures to be undertaken
by the government. For the ‘indispensable’ category, the government would provide
security, including such activities as monitoring for attacks, providing protection,
and generating responses as appropriate, including the possibility of reconstitution
or the establishment of redundancy. For the ‘key’ cyber, the government could re-
quire certain levels of security protection, and could provide part, including the pos-
sibility of, for example, monitoring, response, and support. For the ‘other’ category,
the government could require and/or encourage security through regulation, incen-
tives, information, and coordination, such as working more closely with software
vendors. In this necessarily large, last group, differentiations could be made among
types of businesses (e.g., large and small) and among nature of user.”

I think it is important to recognize that the “cyber security situation currently
faced by the United States is not unlike the early days of recognizing the issue of
environmental protection. Affirmative action by the federal government was re-
quired—as by the Clean Air and the Clean Water Acts—and a level playing field
had to be maintained to be fair to industry. A comparable effort is now required
for cyber. However, in the cyber world, the situation is even more complicated—any
security program immediately presents extremely important and challenging pri-
vacy and civil liberties questions. Such issues must be directly faced, and a full dia-
logue undertaken with the American people.”

For these reasons, it is extremely important that a “‘differentiated security’ pro-
gram ought to result only from joint full consideration by the Executive Branch and
the Congress working together to create a full review. Hearings should take place
with Executive Branch, industry, and individual participation. From such an effort
a framework can be created for appropriate regulatory establishment of security ar-
rangements including appropriate allocation and/or sharing of costs, and the protec-
tion of privacy and civil liberties. This effort should be given high priority by the
Executive and the Congress.”

Mr. SMITH. 5) What lessons should we learn from the recent attacks against Esto-
nian networks?

Mr. KRAMER. The lessons learned can be divided into the immediately derivative
and longer-term:

Immediate

- Large-scale packet floods can be effective in shutting down e-commerce, elec-
tronic banking, and e-government sites for a period of 24 to 72 hours.

- Attribution can be exceedingly difficult in the cyber world.

- A distributed, world-wide cyber attack can be launched, possibly with limited or
no central overt government command and control.

- Communities of defenders can work together to help respond to an attack more
effectively than they can when working alone. But, such defenders often work best
when they are located together geographically. That is, despite the distributed na-
ture of cyber space, defenders at this level may need to be deployed on very short
notice to arbitrary points around the world to help respond to an attack, not unlike
the need for rapid-response and deployment of military forces.

Long-term

—As discussed above, certain critical networks may best be created on non-Inter-
net protocols in order to give greater protection. Overall, the issue of building resil-
iency into networks needs greater consideration.

—International support needs to be established on a more formal and thorough
basis. Both civilian and military partnerships need to be created and/or enhanced
in order to be able to deal with such attacks.

—The problems of attribution need a much more directed analysis.

—An international regime that organizes and protects international networks
need to be established.

—The policies relating to international responses to attacks should be developed.
Mr. SMITH. Are there areas in which you believe the government is underinvested

that should be enhanced (or conversely, where there is too much investment and
the areas can be deemphasized)?
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Dr. GOODMAN. [The information referred to was not available at the time of print-
ing.]

Mr. SMITH. Do you have any recommendations about how the USG should quan-
tify the costs or economic impacts of a cyber attack?

Df' GOODMAN. [The information referred to was not available at the time of print-
ing.

Mr. SMITH. What kinds of technology might the government be able to pursue to
enhance privacy protections without jeopardizing security?

Dr. GoODMAN. [The information referred to was not available at the time of print-
ing.]

Mr. SmiTH. What sorts of actions can the government take to help create incen-
tives for developing/adopting/deploying security technologies?

Dr. GOODMAN. [The information referred to was not available at the time of print-
ing.]

Mr. SMITH. What lessons should we learn from the recent attacks against Esto-
nian networks?

Df' GOODMAN. [The information referred to was not available at the time of print-
ing.

Mr. SMITH. How do current software practices contribute to or hinder cybersecu-
rity efforts? Are there changes to software engineering curricula at the universities
that you might recommend?

Dr. GOODMAN. [The information referred to was not available at the time of print-
ing.]

Mr. SMITH. Are there areas in which you believe the government is underinvested
that should be enhanced (or conversely, where there is too much investment and
the areas can be deemphasized)?

Dr. LEWIS. [The information referred to was not available at the time of printing.]

Mr. SMITH. Do you have any recommendations about how the USG should quan-
tify the costs or economic impacts of a cyber attack?

Dr. LEwWIS. [The information referred to was not available at the time of printing.]

Mr. SMiTH. What kinds of technology might the government be able to pursue to
enhance privacy protections without jeopardizing security?

Dr. LEWIS. [The information referred to was not available at the time of printing.]

Mr. SMITH. What sorts of actions can the government take to help create incen-
tives for developing/adopting/deploying security technologies?

Dr. LEwWIS. [The information referred to was not available at the time of printing.]

Mr. SMITH. What lessons should we learn from the recent attacks against Esto-
nian networks?

Dr. LEwWIS. [The information referred to was not available at the time of printing.]
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