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BALANCING PRIVACY AND INNOVATION: 
DOES THE PRESIDENT’S PROPOSAL TIP 
THE SCALE? 

THURSDAY, MARCH 29, 2012 

HOUSE OF REPRESENTATIVES, 
SUBCOMMITTEE ON COMMERCE, MANUFACTURING, AND 

TRADE, 
COMMITTEE ON ENERGY AND COMMERCE, 

Washington, DC. 
The subcommittee met, pursuant to call, at 9:05 a.m., in room 

2123, Rayburn House Office Building, Hon. Mary Bono Mack 
(chairman of the subcommittee) presiding. 

Members present: Representatives Bono Mack, Blackburn, 
Stearns, Harper, Lance, Cassidy, Guthrie, Olson, Pompeo, 
Kinzinger, Barton, Upton (ex officio), Butterfield, Gonzalez, Sar-
banes, Waxman (ex officio), and Markey. 

Staff present: Paige Anderson, Commerce, Manufacturing, and 
Trade Coordinator; Charlotte Baker, Press Secretary; Michael 
Beckerman, Deputy Staff Director; Andy Duberstein, Deputy Press 
Secretary; Kirby Howard, Legislative Clerk; Brian McCullough, 
Senior Professional Staff Member, Commerce, Manufacturing, and 
Trade; Gib Mullan, Chief Counsel, Commerce, Manufacturing, and 
Trade; Shannon Weinberg, Counsel, Commerce, Manufacturing, 
and Trade; Michelle Ash, Democratic Chief Counsel, Commerce, 
Manufacturing, and Trade; Felipe Mendoza, Democratic Senior 
Counsel; and Will Wallace, Democratic Policy Analyst. 

Mrs. BONO MACK. The subcommittee will now come to order. 
Good morning. Let me begin by saying thank you and welcome 

to our distinguished guests, FTC Chairman John Leibowitz and As-
sistant Commerce Secretary Lawrence Strickling. 

I really enjoyed spending time with you recently at the White 
House, and I hope you both feel the same way about me after your 
getting grilled today. But seriously, though, you have been great to 
work with, and at the end of the day, we all want the same thing, 
to better safeguard consumer privacy. And the chair now recog-
nizes herself for an opening statement. 

OPENING STATEMENT OF HON. MARY BONO MACK, A REP-
RESENTATIVE IN CONGRESS FROM THE STATE OF CALI-
FORNIA 

Today, as we continue our yearlong series of hearings into online 
privacy, we are rapidly reaching the point where the rubber hits 
the road. When it comes to the Internet, how do we, as Congress, 
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as the administration and as Americans, balance the need to re-
main innovative with the need to protect privacy? And how hard 
of a shove would it take to tip that critically important balance in 
a way that hurts the U.S. economy, American consumers, or both? 

Clearly, the explosive growth of technology has made it possible 
to collect information about consumers in increasingly sophisticated 
ways. Sometimes the collection and use of this information is ex-
tremely beneficial, but other times, it is not. After six privacy hear-
ings, we have covered a lot of ground, and we have learned a lot 
about consumer concerns. 

But today, I am still not certain legislation is necessary. I am 
still sceptical of the motives of both industry and government, and 
still leery that advancements like Do Not Track and eraser-button 
technology will work as intended. 

Frankly, despite the recent highly publicized privacy initiatives 
undertaken by several companies, I don’t believe industry is doing 
enough on its own to protect American consumers, while the gov-
ernment, as we all know, has this really bad habit of overreaching 
when it comes to new regulations. And the prospect of that hearing 
again looms very large in this debate, which brings us to today’s 
hearing. 

At first blush, how can anyone oppose the administration’s seven 
privacy principles, such as individual control, transparency and ac-
countability? It is simply Mom and apple pie. 

I want to applaud Chairman Leibowitz and Secretary Strickling 
for your tireless efforts and commitment to this issue; you have 
done a great job. The privacy framework that you have put forward 
reflects a lot of time, effort, and careful thought when it comes to 
the question facing us today: How do we better protect privacy in 
the future? 

I really look forward to discussing this important issue with you. 
But given Washington’s addiction to regulation, I am very con-

cerned that the White House’s privacy bill of rights could morph 
one day into another big government’s rules of the road, complete 
with red-light cameras, speed traps and traffic cops trying to meet 
ever-increasing quotas. Talk about stopping the Internet dead in its 
tracks. 

This all reminds me of Joseph Heller’s great satirical World War 
II novel ‘‘Catch-22,’’ which is based on the premise of a bureau-
cratic, no-win situation or a double bind. Today we could be facing 
a similar paradox if we are not very, very careful about how we 
proceed. 

In Heller’s book, the main character, an Air Force B–25 bom-
bardier flying over the Mediterranean Sea, blurts out at one point, 
‘‘The enemy is anybody who is going to get you killed, no matter 
what side he is on.’’ Sound familiar? I bet it does to consumers. 
Today we might be facing a similar sort of circular logic, our very 
own Catch-22. 

Some people say we must regulate the Internet to protect pri-
vacy. Others say if we go too far to protect privacy, we could her 
the Internet. Or is there a middle ground, a sweet spot between too 
much regulation and no regulation at all? I believe finding that 
sweet spot is a challenge we are facing today. 
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Clearly, we are making progress on the privacy front. Yet on the 
other hand, our rapid technological advance is simply creating a 
new, different and more complex set of problems. And how capable 
are regulators of keeping abreast of these changes without always 
winding up a day late and a dollar short? 

Too much is at stake for to us get this wrong. That is why I have 
advocated since the beginning of these hearings that we need to 
move forward with an abundance of caution. And to me, the reason 
is crystal clear: Even though it serves billions of users worldwide, 
and e-commerce last year in the U.S topped $200 billion for the 
first time, the Internet pretty much remains a work in progress. 

Still, in just 25 years, the Internet has already spurred trans-
formative innovation. It has incalculable value. It has become part 
of our daily lives, and it has unlimited potential to effect positive 
social and political change, as the world dramatically witnessed 
during the Arab Spring. 

So, before we do any possible harm to the Internet, we need to 
understand what harm is actually being done to consumers, and 
where is the public outcry for legislation? Today I am simply not 
hearing it. I haven’t gotten a single letter from anyone back home 
urging me to pass a privacy bill. They want data protection, but no 
one is beating down my door about the broader privacy issues. That 
may change, and it probably will if industry doesn’t come up with 
better safeguards for consumers in the future. But right now, we 
should resist the urge to rush to judgment because we feel a com-
pelling need to do something, even if we are not exactly sure what 
that should be. 

And now I recognize the ranking member of our subcommittee, 
Mr. Butterfield of North Carolina, for his opening. 

[The prepared statement of Mrs. Bono Mack follows:] 
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Statement of the Honorable Mary Bono Mack 
Chairman, Subcommittee on Commerce, Manufacturing, and Trade 

"Balancing Privacy and Innovation: Does the President's Proposal Tip the Scale?" 
March 29, 2012 

Today, as we continue our year-long series of hearings into online privacy, we are rapidly 
reaching the point where the rubber hits the road. 

When it comes to the Internet, how do we as Congress, as the Administration, and as 
Americans - balance the need to remain innovative with the need to protect privacy? And how 
hard of a shove would it take to tip that critically important balance in a way that hurts the U.S. 
economy, American consumers or both? 

Clearly, the explosive growth of technology has made it possible to collect information about 
consumers in increasingly sophisticated ways. Sometimes the collection and use of this 
information is extremely beneficial; other times, it's not. 

After six privacy hearings, we have covered a lot of ground, and we've learned a lot about 
consumer concerns. But today, I'm still not certain legislation is necessary ... still skeptical of the 
motives of both industry and government ... and still leery that advancements like Do Not Track 
and eraser button technology will work as intended. 

Frankly - despite the recent, highly-publicized privacy initiatives undertaken by several 
companies -I don't believe industry is doing enough on its own to protect American consumers, 
while the government, as we all know, has this really bad habit of overreaching whenever it 
comes to new regulations. And the prospect of that happening again looms large in this debate. 

Which brings us to today's hearing. 
Administration's seven privacy principles, 
accountability? It's so "mom and apple pie." 

At first blush, how can anyone oppose the 
such as individual control. .. transparency ... and 

I want to applaud Chairman Leibowitz and Secretary Strickling for your tireless efforts and 
commitment to this issue. You've done a great job. The privacy framework that you have put 
forward reflects a lot of time, effort and careful thought when it comes to: "how do we better 
protect consumer privacy in the future?" I really look fOlWard to discussing this important issue 
with you today. 

But.. ... 

Given Washington's addiction to regulation, I'm very concerned that the White House's 
Privacy Bill of Rights could morph one day into another Big Government Rules of the Road -
complete with red light cameras ... speed traps and traffic cops trying to meet ever-increasing 
quotas. Talk about stopping the Internet dead in its tracks. 
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This all reminds me of Joseph Heller's great, satirical World War II novel Catch 22, which is 
based on the premise of a bureaucratic, no-win situation or a "double bind". Today, we could be 
facing a similar paradox if we're not very, very careful about how we proceed. 

In Heller's book, the main character - an Air Force 8-25 bombardier flying over the 
Mediterranean Sea - blurts out at one point: "The enemy is anybody who's going to get you 
killed - no matter what side he's on." Sound familiar? I bet it does to consumers. 

Today, we may be facing a similar sort of circular logic ... our very own Catch 22. Some 
people say we must regulate the Internet to protect privacy. Others say if we go too far to protect 
privacy, we could hurt the Internet. 

01' is there a middle ground - a sweet spot between too much regulation and no regulation 
at all? I believe finding that sweet spot is the challenge we are facing today. Clearly, we're 
making progress on the privacy front. Yet - on the other hand - are rapid technological 
advancements simply creating a new, different and more complex set of problems? And how 
capable are regulators of keeping abreast of these changes, without always winding up "a day 
late and a dollar short?" 

Too much is at stake for us to get this wrong. That's why I have advocated since the 
beginning of these hearings that we need to move forward with an abundance of caution. 

To me, the reason is crystal clear. 

Even though it serves billions of users worldwide and e-commerce last year in the United 
States topped $200 billion for the first time - the Internet pretty much remains a work in 
progress. 

Still, in just 25 years, the Internet already has spurred transformative innovations. 

It has incalculable value. It has become part of our daily lives. And it has unlimited 
potential to affect positive social and political change, as the world dramatically witnessed 
during The Arab Spring. 

So before we do any possible harm to the Internet, we need to understand what harm is 
actually being done to consumers. Where is the public outcry for legislation? Today, I'm 
simply not hearing it. I haven't gotten a single letter from anyone back home, urging me to pass 
a privacy bill. 

That may change - and it probably will - if industry doesn't come up with better safeguards 
for consumers in the future. But right now, we should resist the urge to "rush to judgment," 
because we feel a compelling need to do something - even if we're not exactly sure ... what that 
should be. 



6 

OPENING STATEMENT OF HON. G.K. BUTTERFIELD, A REP-
RESENTATIVE IN CONGRESS FROM THE STATE OF NORTH 
CAROLINA 
Mr. BUTTERFIELD. I thank the chairman. 
Also thank the witnesses for coming forward today with your tes-

timonies. We are going to try to get right through this and get 
right to your testimony and hopefully have some good questions 
and answers will follow. 

Let me begin by thanking the Department of Commerce and FTC 
for their initiatives to address the serious issue of consumer pri-
vacy. These two documents sketch out, with varying degrees of 
specificity, steps that should be taken to protect consumers’ pri-
vacy. The White House privacy report suggests starting with the 
implementation of high level principles contained in its consumer 
privacy bill of rights. The report recommends that industry imple-
ment the consumer privacy bill of rights through voluntarily adopt-
ed business codes of conduct. 

I commend those in industry that are supporting this effort. Con-
sumers and industry must engage each other for this process to 
work. The White House privacy report also recognizes that there 
must be a backstop, and it must be a baseline, that consumers 
need bottom-line privacy protections spelled out in Federal law. I, 
therefore, support the administration and strongly believe that in 
order to provide companies and consumers with legal certainty, we 
need to enact a comprehensive, flexible and balanced Federal con-
sumer privacy law. 

The FTC report that was released earlier this week starts from 
a more concrete and substantive place, suggesting best practices for 
industry that it believes will result in better privacy protection for 
consumers. I want to be clear, these recommendations are not law; 
they are not even regulations. They are not legally binding on any-
one. And they aren’t legally enforceable by anyone. Nonetheless, 
these were carefully considered recommendations. And to the ex-
tent they can, I hope companies will make the FTC’s recommenda-
tions part of their everyday business practices. 

It makes good business sense for companies to keep privacy at 
the forefront as they develop new products and services. It is also 
good business practice to incorporate data security from the begin-
ning and throughout the development process. And consumers have 
more confidence in those businesses that are transparent about 
their data collection practices. 

The FTC, like the White House, is also now calling on us here 
in Congress to pass consumer privacy legislation. 

Madam Chair, I agree that we must take of privacy legislation 
now. The White House has called on Congress to act. The FTC has 
called on Congress to act, and many members of the subcommittee 
believe that we must act now. 

I feel strongly a national baseline privacy law is the best way to 
ensure consumers have basic common sense and permanent rights 
over the collection and use of their information. To that end, I be-
lieve any privacy legislation should contain at least the minimum 
requirements, ensure Americans have context-appropriate access to 
their information; number two, transparency with regard to who is 
collecting their data; three, affirmative consent prior to personal 
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data being shared with a third party; and number four, that per-
sonal data be protected through reasonable security safeguards. 

I would like to thank the witnesses for being here today. Madam 
Chair, I would like to reiterate that I stand ready to work with you 
on a commonsense privacy piece of legislation that will ensure the 
greatest protection for consumers. 

Thank you, and I yield back. 
Mrs. BONO MACK. Thank you, Mr. Butterfield. 
And the chair now recognizes Mr. Upton for 5 minutes for his 

opening statement. 
Mr. UPTON. Well, good morning, Madam Chair. 
Mrs. BONO MACK. Good morning. 

OPENING STATEMENT OF HON. FRED UPTON, A REPRESENTA-
TIVE IN CONGRESS FROM THE STATE OF MICHIGAN 

Mr. UPTON. I would like to welcome back Chairman Leibowitz 
and Assistant Secretary Strickling as well as the distinguished wit-
nesses that we will hear from on the second panel. 

Privacy is not a new topic for Congress. Through the decades, we 
have passed statutes protecting electronic communications, finan-
cial information, health information, credit information, movie and 
book rental information and information gathered about children. 
But the lightening fast development of Internet and mobile tech-
nology presents issues that were not anticipated even 5 years ago. 

Smartphones, tablets, connected entertaining devices and all of 
the aps are today’s modern marble, but who knows what will re-
place them in about another 5 years. 

I am highly skeptical of Congress’ or government regulators’ abil-
ity to keep up with the innovative and vibrant pace of the Internet 
without breaking it. Consumers and the economy as a whole will 
not be well served by government attempts to wrap the Web in red 
tape. And we cannot ignore that Internet companies have a strong 
incentive to protect their users; it is called consumer choice. To-
day’s online consumers are savvy customers who will not be loyal 
to a company that puts their personal information at risk. The next 
big thing is just around the virtual corner. 

The development and success of the Internet economy in the U.S. 
Is due in large part to the freedom that our entrepreneurs have to 
dream and build. The world’s leading Internet companies and 
innovators have created a vibrant sector of the economy that con-
tinues to expand, adding lots of jobs for multinationals and small 
businesses alike. 

According to a recent study by Boston Consulting Group, the 
Internet sector accounted for a 4.7 percent of our GDP in 2010, 
$684 billion, and it is growing faster in that the rest of the econ-
omy that is for sure. 

Apple released a study earlier this month estimating that it 
alone created or supported 514,000 jobs in the U.S. from engineers, 
to manufacturing, to sales clerks. 

At its heart, the Internet is a tool that promotes information ex-
changes, whether for conducting consumers, entertainment, edu-
cation or social interaction. And many of the benefits and attrac-
tions of the Internet are a product of its capacity to provide cus-
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tomized services to individuals, but that often requires exchanging, 
identifying personal information. 

How that information is treated, who has access to it, and the 
degree of consumer control are important questions that need to be 
answered. Whether the President’s plan that we are discussing 
today can be successful in developing consensus codes of conduct 
that protect privacy is an open question and perhaps the most im-
portant aspect on which the administration’s framework success or 
failure hinges. 

The administration recognizes that industry developed standards 
have proved successful in addressing technical standards for the 
Internet as well as in other areas of commerce. I am most inter-
ested to hear how those examples will serve as a template for the 
multi-stakeholder process that the NTIA will convene to move this 
process forward. 

And I would yield to either Mr. Olson or Mr. Kinzinger if they 
have any additional comments. 

[The prepared statement of Mr. Upton follows:] 
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Statement of the Honorable Fred Upton 
Chairman, Committee on Energy and Commerce 

Hearing before the Subcommittee on Commerce, Manufacturing and Trade 
"Balancing Privacy and Innovation: Does the President's Proposal Tip the Scale?" 

March 29,2012 

Thank you, Chairman Bono Mack. I welcome back Chairman Leibowitz and Assistant 
Secretary Strickling as well as the distinguished witnesses we will hear from on the second 
panel. 

Privacy is not a new topic for Congress. Through the decades we have passed statutes 
protecting electronic communications, financial information, health information, credit 
information, movie and book rental information, and information gathered about children. But 
the lightning-fast development of Internet and mobile technology presents issues that were not 
anticipated even five years ago. Smartphones, tablcts, connected entertainment devices and all of 
the accompanying applications (or "apps") are today's modem marvel, but who knows what will 
rcplace them in another five years. 

I am highly skeptical of Congress' or government regulator's ability to keep up with thc 
innovative and vibrant pace of the Internet without breaking it. Consumers and the economy as a 
whole will not be well served by government attempts to wrap the web in red tape. And we 
cannot ignore that Internet companies have a strong inccntive to protect their users - it's called 
consumer choice. Today's online consumers are savvy customers who will not be loyal to a 
company that puts their personal information at risk. The next big thing is just around the virtual 
corner. 

The development and success of the Internet economy in the United States is due in large 
part to the freedom our entrepreneurs have to dream it and build it. The world's leading Internet 
companies and innovators have created a vibrant scctor of the economy that continues to expand, 
adding jobs for multinationals and small business alike. According to a recent study by the 
Boston Consulting Group, the Internet sector accounted for 4.7 percent of our GDP in 20 I 0-
$684 billion-and is growing faster than the rest of the economy. Apple released a study earlier 
this month estimating that it alone created or supported 514,000 jobs in the U.S., from engineers 
to manufacturing to sales clerks. 

At its heart, the Internet is a tool that promotes information exchanges, whether for 
conducting commerce, entertainment, or social interaction. Many of the benefits and attractions 
of the Internet are a product of its capacity to provide customized services to individuals, but that 
often requires exchanging identifying or personal information. How that information is treated, 
who has access to it, and the degree of consumer control are important questions. 

Whether the President's plan we are discussing today can be successful in developing 
consensus codes of conduct that protect privacy is an open question, and perhaps the most 
important aspect on which the Administration framework's success or failure hinges. The 
Administration recognizes that industry-developed standards have proved successful in 
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addressing technical standards for the Internet as well as in other areas of .;ommerce. I am 
interested to hear how those examples will serve as a template for the multi-stakeholder process 
the NTIA will convene to move this process forward. 

I have additional questions and comments and look forward to discussing them with our 
witnesses. I yield back the balance of my time. 
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Mrs. BONO MACK. If the gentleman would yield to Ms. 
Blackburn. 

Mr. UPTON. I am sorry. I yield back the balance of my time. 

OPENING STATEMENT OF HON. MARSHA BLACKBURN, A REP-
RESENTATIVE IN CONGRESS FROM THE STATE OF TEN-
NESSEE 

Mrs. BLACKBURN. Thank you, Mr. Chairman. 
And I want to welcome our witnesses. 
Just a couple of quick thoughts. The administration has basically 

put forward two different privacy frameworks, but each of these re-
ports would encompass a massive expansion of government. And in 
my opinion, it would put some limits on our individual liberties. 

We have to remember we live in a data-driven information age. 
And what happens when you follow the European privacy model 
and take information out of the information economy? Those are 
the questions that we are going to be asking because I think it is 
a pretty simple answer, and you can look at Europe and see, reve-
nues fall, innovation stalls, and you lose out to innovators who 
chose to work elsewhere. 

So we are concerned about technology mandates, concerned about 
a Do Not Track system and if that would lead to disincentives in 
the system. We are also seeing some larger companies embrace pri-
vacy regulation as a weapon to stifle competition and grow monop-
oly power; that is of concern. So let’s better define the contours of 
the debate that is in front of us. 

As I continue to say, please, identify the harm and then let’s talk 
about what needs to be done to address that specific harm. 

I thank the chairman for the hearing today. 
I thank the witnesses. 
And I yield back. 
Mrs. BONO MACK. Thank you, Ms. Blackburn. 
And I would like to thank you for chairing the hearing last week 

while I was away. I heard you did a fantastic job. I hope you found 
this chair comfortable but not too comfortable. 

At this point, we will turn our attention to the panel. We have 
two panels of witnesses joining us today. Each of our witnesses has 
prepared an opening statement that will be placed into the record. 
Each of you will have 5 minutes to summarize that statement in 
your remarks. 

On our first panel, we have the Honorable Lawrence Strickling, 
Assistant Secretary for Communication and Information at the 
U.S. Department of Commerce. And we also have the Honorable 
John Leibowitz, Chairman of the Federal Trade Commission. 

Good morning, gentlemen. 
Thank you again for coming. You will each be recognized for the 

5 minutes and the timers—I think you know the drill. The timers 
are in front of you. When the light turns yellow, you will have 1 
minute left to begin wrapping up your remarks. 

And please, just make sure the microphone is close to your 
mouth as you begin, and there is an on button. It is important that 
the audience at home can hear you as well. 

So, with that, we are happy to recognize you, Mr. Strickling, for 
5 minutes. 
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STATEMENTS OF LAWRENCE E. STRICKLING, ASSISTANT SEC-
RETARY FOR COMMUNICATION AND INFORMATION, DE-
PARTMENT OF COMMERCE; AND JON LEIBOWITZ, CHAIR-
MAN, FEDERAL TRADE COMMISSION 

STATEMENT OF LAWRENCE E. STRICKLING 

Mr. STRICKLING. Thank you, Chairman Bono Mack, and Ranking 
Member Butterfield and Vice Chair Blackburn. 

I am pleased to be here to testify on the administration’s con-
sumer privacy framework, and I am especially pleased to be here 
with my colleague Chairman Leibowitz, who has provided such 
strong and decisive leadership at the Federal Trade Commission to 
protect consumers and promote economic growth. 

The question for today’s hearing is whether the administration’s 
framework for protecting privacy and promoting innovation tips the 
scale that balances privacy and innovation. My response is an em-
phatic no. The administration’s proposals strikes the right balance 
to preserve the flexibility businesses need to innovate while ad-
dressing the broad array of privacy harms that consumers face in 
our network world. 

Certainly, we all know that the misuse of personal data can 
cause financial harm. Personal data lost through security breaches 
can lead to identity theft and financial fraud. And the financial 
costs of these incidents are quite apparent. But it is equally appar-
ent that consumers suffer harms that are more difficult to quantify. 
They can suffer severe embarrassment from having their names or 
online identities associated with certain Web sites. They have been 
surprised and shocked to find that information about them spreads 
rapidly from one place to another on the Internet. It is no wonder 
that consumers express concern about how companies handle per-
sonal data, and they tend to avoid those that fail to meet their ex-
pectations. 

This state of affairs does not serve consumers well, but just as 
importantly, it does not serve our businesses either. If consumers 
no longer trusted their information will be protected on the Inter-
net, we risk undermining the growth and innovation that has char-
acterized the Internet economy. And accordingly, in developing the 
administration’s policy, we felt that adequately protecting con-
sumer privacy needed to be done in a way that also protected inno-
vation so that the result would be a win-win for consumers and for 
businesses. 

The blueprint includes four key measures. First is the Consumer 
Privacy Bill of Rights, these rights general statements of basic and 
globally recognized privacy principles. We carefully avoided making 
these principles read like regulations intended to cover every pos-
sible contingency that might arise because we knew that doing so 
would threaten the flexibility businesses need to have to innovate 
on the Internet. 

The Consumer Privacy Bill of Rights recognizes that businesses 
need to collect personal data simply to do business. And it also rec-
ognizes that much of this data collection occurs within the context 
of a direct relationship between consumers and companies. On the 
whole, the Consumer Privacy Bill of Rights provides a baseline to 
protect consumers from the wide range of privacy harms that arise 
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in our networked economy. The administration believes this basic 
set of principles should be enacted into law, and we are eager to 
work with the committee to that end. 

From there, we had a choice; we could have as so much legisla-
tion does propose that a regulatory agency engage in lengthy rule-
making proceedings to provide more detail and definition for these 
basic principles. We did not do so. 

Our second key aspect of our blueprint is that we looked to the 
private sector, businesses and consumer advocates working to-
gether to take the lead on implementation by developing legally en-
forceable codes of conduct that apply the Privacy Bill of Rights to 
specific business settings. 

My agency NTIA will convene the various stakeholders and fa-
cilitate their discussions, but we will not substitute our judgement 
for the consensus reached by stakeholders. And since I am not a 
regulator, we will not impose these codes on businesses but will 
leave it to companies to decide on their own whether to adopt a 
particular code, developed through this multi-stakeholder process. 

Once a company adopts a code, we believe it will be enforceable 
by the Federal Trade Commission under its authority to protect 
consumers from unfair and deceptive trade practices, just as it does 
today with privacy policies adopted by companies. And this strong 
enforcement of company commitments to protect privacy is the 
third key piece of the administration’s policy. 

Fourth and finally, the United States has a unique opportunity 
to be a leading voice in global discussions of consumer privacy. Our 
efforts in this regard will provide American businesses with a 
stronger position by which to expand globally with our trading 
partners by providing better interoperability between privacy re-
gimes around the world. 

We are actively engaging our international partners to promote 
these principles and to make it easier for American businesses to 
succeed in the global marketplace. I want to thank you again for 
your time and for holding today’s hearing, and I look forward to an-
swering your questions. 

[The prepared statement of Mr. Strickling follows:] 
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I. Introduction 

Chairman Bono Mack, Ranking Member Butterfield, and distinguished Committee 

Membcrs, thank you for the opportunity to testify about the Administration's views on consumer 

data privacy in the digital economy. This hearing comes at a pivotal time in the development of 

privacy policies in the United States and throughout much ofthe world. The Administration 

appreciates your interest in these issues, and I welcome this opportunity to discuss how we can 

protect consumers' privacy and promote innovation in our networked world. 

Last month, the Administration released its blueprint for consumer data privacy policy in 

the 21 st Century ("Privacy Blueprint"). I The Privacy Blueprint is the result of more than two 

years of work by the Department of Commerce ("Department") Internet Policy Task Force, as 

well as extensive discussions with stakeholders in the private sector and the government. The 

Privacy Blueprint sets forth a four-part approach to protecting consumer privacy. The first pillar 

is the Consumer Privacy Bill of Rights, which tells consumers what they should expect from 

companies that handle data about them and provides companies with guidelines to help them 

meet those expectations. Second, the Privacy Blueprint outlines a stakeholder-driven approach 

to apply the Consumer Privacy Bill of Rights in developing enforceable, context-specific codes 

of conduct that companies may choose to adopt. Third, the Privacy Blueprint emphasizes that 

continued vigorous enforcement by the Federal Trade Commission (FTC) and State Attorneys 

General is crucial to protecting consumers while maintaining the flexibility that companies need 

to innovate. Fourth, the Privacy Blueprint sets forth global interoperability, based on recognition 

I The White House, Consumer Data Privacy in a Networked World: A Framework/or Protecting Privacy and 
Promoting Innovation in a Global Digital Economy, Feb. 2012, available at 
http://www.whitehouse.gov/sitesidefaultlfiles/privacy-linal.pdf("Privacy Blueprint"). The Privacy Blueprint builds 
on the Department of Commerce Internet Policy Task Force's report, Commercial Data Privacy and lnnovation in 
the Internet Economy: A Dynamic Policy Framework, Dec. 2010, available at 
http://www.ntia.doc.goy/tiles/ntia/publications/iptf privacy greenpaper 12162010.pdt: 

2 
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of common privacy values, enforceable codes of conduct, and enforcement cooperation, as a 

guiding principle for protecting consumer privacy and promoting innovation in a global digital 

economy that will continue to be governed by different privacy laws and regulations. 

My testimony today has three purposes. First, I will explain how the Consumer Privacy 

Bill of Rights establishes a baseline of privacy protections that Congress should enact in 

legislation. Second, I will explain why the multistakeholder approach outlined in the Privacy 

Blueprint provides the right approach to apply the Consumer Privacy Bill of Rights in specific 

markets or business settings. Third and finally, I will discuss the steps that the National 

Telecommunications and Information Administration (NTIA) is taking now to implement the 

Privacy Blueprint. 

II. The Consumer Privacy Bill of Rights Addresses Real Harms and Will Preserve 
Consumer Trust 

A. The Importance of Recognizing a Broad Array of Consumer Privacy Interests 

Americans cherish their privacy. From the Fourth Amendment's recognition of a right to 

be free from unreasonable invasions of our homes and papers, to statutory guarantees of privacy 

in the mails enacted in the early years of the Republic, to the Supreme Court's recognition of a 

right to anonymous political speech, the United States has recognized that appropriate privacy 

protections promote commerce, encourage political discussion, and allow individuals to form 

and strengthen social bonds. 

Privacy is also an important element of the trust that sustains digital commerce. As the 

President stated in introducing the Consumer Privacy Bill of Rights, citizens who have 

"confidence that companies will handle information about them fairly and responsibly, ... have 

turned to the Internet to express their creativity, join political movements, form and maintain 

3 
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friendships, and engage in commerce.,,2 These results are evident in the rapid growth of online 

commerce, J the adoption of smartphones, 4 the explosion of mobile applications that run on 

them,S and the integral role that Internet-based business-to-business transactions play in the U.S. 

economy.6 The United States leads the world in developing and providing many of these 

services. Maintaining this position depends, in part, on maintaining consumer trust. 

Unfortunately, companies do not always meet this expectation of fair and responsible 

handling of personal data. As a result, consumers suffer individual harms. These harms range 

from minor inconveniences, to damaged reputations and severe embarrassment, to identity theft 

and financial harm. Breaches involving certain types of personal data may lead to identity theft 

and other crimes that inflict financial harm on consumers and companies. 7 Severe 

embarrassment can come from something as simple as associating individuals' names, which 

could be gleaned from leaked email addresses or other account identifiers, with the content of a 

website. 8 And inconveniences arising from managing personal data in the absence of consistent 

baseline principles can frustrate or even mislead consumers. For example, consumers may find 

2 Privacy Blueprint at i. 
J Online retail sales provide one measure of this growth. In 2000, online retail sales in the United States totaled $29 
billion. U.S. Census Bureau, E-Stats, at 3, Mar. 18,2002, available at 
http://www.census.gov/econ/estats!archives.htmI.Accordingtopreliminaryestimates.in 2011, online retails sales 
could total around $200 billion. See U.S. Census Bureau, Quarterly Retail E-Commerce Sales - 4th Quarter 2011, at 
2, Feb. 16,2012, available at http://www,censu5.gov/rctaillmrts/www/dataipdf/cc current.pdf. 
4 Smartphone ownership among U,S. adults increased by II percent between May 2011 and February 2012. Pew 
Internet & American Life Project, 46% of American Adults Are Smartphone OWners, at 4, Mar. 1,2012, available 
at http://www.pewintcrnct.org!-!rnedia//Fi Ics/Rcports/20 12/Smartphonc%20ownership%2020 12.pdf. 
5 See Gartner, Inc., Gartner Says Worldwide Mobile Application Store Revenue Forecast to Surpass $15 Billion in 
20 I I, Jan. 26, 20 II, available at http://www.gartner.com/it/page<isp.?id~1529214. 
o See, e.g, U.S. Census Bureau, E-Stats, at 2, May 26, 2011, available at 
http://www .census.gov!ccon!cstats!2009/2009reportfinal.pdf (reporting that business-to~business digital commerce 
transactions totaled $3.1 trillion in 2009, the latest year for which tinal statistics are available). 
7 See Sasha Romanosky, Richard Sharp, and Alessandro Acquisti, Data Breaches and Identity Thejl: When Is 
Mandatory Disclosure Optimal? at 1, Ninth Workshop on the Economics of Information Security (WEIS 2010), 
available at http://weis2010.econinfosec.orglpapers/sessionl/weis20 I 0 romanosky.pdf(asserting and provideing 
citations showing that information obtained through data breaches "'can then be used to commit crimes" such as 
filing fraudulent unemployment claims and tax returns and committing various types offinancial fraud), 
8 See Timothy Stenowick, YouPorn: Up To 1 Million Adult Chat Users' Email Addresses and Passwords Exposed, 
The Huffington Post, Feb. 22, 2012, available at http://www.huffingtonpost.coI11/2012/02/22!yollporn-hacked
cmail-addrcsses-passwords n l294502.ht111l, 

4 
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that they need to go through cumbersome or repetitive procedures to opt out of certain kinds of 

personal data collection or use. 9 This kind of process may be manageable in small doses, but it 

does not provide a workable template for consumers to exercise control over personal data in the 

modern Internet environment, in which hundreds of different entities may collect information 

about them. 

In areas of commercial activity that are not covered by existing Federal data privacy 

laws, consumers have few guideposts to inform them of how information about them is collected 

and used. Consumers have been surprised to learn-often after a security breach-of the variety 

of companies that hold personal data about them. lo They express concern about having their 

Internet use tracked II and face a steady stream of reports indicating that they are caught in an 

arms race for personal data. 12 Consumers also report avoiding companies that do not sufficiently 

protect their privacy. 13 These concerns are spread across age groups, 14 and they are spreading to 

new domains, such as mobile computing. IS In addition to providing a basis for enforcement 

under Section 5 of the FTC Act, privacy policies are the principal mechanism to inform 

9 See. e.g., In re Chilika. Inc., FTC Docket No. C-4324, June 17,2011, available at 
http://www.rtc.gov/os/caselistIl023087/ II 0617chitikacmpt.pdf (alleging that an online advertising network's opt
alit was effective for only 10 days). 
10 See. e,g., United States v. ChoicePoint, Inc., No. I :06-CY-0198 (N.D. Ga. Feb. 15,2006), 
http;//www.ftc.goviosicaselist/choiccpoint/stipfinaljudgcment.pdf; see elIsa FTC Preliminary Staff Report. Dec. 
2010, at 9-11 (reviewing FTC data security cases). 
II See Joseph Turow. Jennifer King, Chris Jay Hoofnagle, Amy Bleakley and Michael Hennessy, Conlrmy 10 What 
Markelas Say. Americans Reject Tailored Advertising and Three Aclivities ThaI Enable It, at 3-4 (Sept. 2009), 
http://ssrn.com/abstract=1478214. 
" See generally Wall St. Journal. What They Know, available al http://online.wsLcom/publicipage/what-they-know
didtal-privacy,html (last visited Mar. 21, 2012). 
I) See Harris InteractivelTRlJSTe Privacy Index: Ql 2012 Consumer Confidence Edition, Feb. 13,2012, available 
at http://www.truste.comlabout-TRUSTe/press-roomjnews truste launches new trend privacy index. 
" See Harris InteractivelTRUSTe Privacy Index: Q I 2012 Consumer Confidence Edition, Feb, 13,2012, available 
at )lttp:ilwww.truste.com/aoout-TRUSTe/press-room/news truste launches new trend privacy index (reporting 
sllrvey results showing that U.S. adults who avoid doing business with companies that do not protect their privacy 
ranges from 82%. among 18-34 year aids, to 93%, among adults 55 years old and older). 
15 See TRUSTe. More Consumers Say Privacy-Over Security--is Biggest Concern When Using Mobile 
Applications 0/1 Smartphones. Apr. 27, 2011 (reporting results of survey of top 340 free mobile apps conducted 
jointly with Harris Interactive), available at http://www.truste.com/blog/20 11104127Isurveyresults-are-in-consumers
~-privacy-is-a-biggerconcern-than-security-on-smartphoncs/. 
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consumers ofa company's privacy practices. Unfortunately, many privacy policies do not 

address consumers in an intelligible manner and have even further to go in the mobile realm. 

Clearer policies will help consumers understand what they can expect from companies that 

handle data about them and allow them to more meaningfully assess their choices. 

Consumers and American businesses share a strong interest in better defining and 

protecting privacy interests in the digital age to maintain the trust that is necessary to keep the 

Internet growing and supporting innovation. Consumers should not be subject to constant 

uncertainty about what information is collected about them and how it may be used. They need 

and deserve a baseline set of protections. Conversely, companies should have clear obligations 

to meet, and companies that handle personal data responsibly should not be disadvantaged by 

those who behave carelessly. 

B. Addressing Consumer Privacy Harms Through the Consumer Privacy Bill of 
Rights 

The Consumer Privacy Bill of Rights provides these guidelines. It addresses the highly 

diverse privacy interests that consumers have (and, consequently, the diverse harms they may 

experience) and the fact that these interests change quickly, in two main ways. First, it 

articulates a set of rights which provides a baseline of principles to identify and analyze 

consumer privacy interests. Second, it outlines a multistakeholder approach to develop specific 

practices that implement these guidelines on a timescale that matches changes in technology, 

markets, and consumer expectations. 

The Consumer Privacy Bill of Rights provides the right foundation for consumer privacy 

in the digital age. Each element of the Consumer Privacy Bill of Rights addresses consumers 

directly and affirmatively, to give consumers a stronger sense of what they should expect from 

6 
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companies. In addition, each right explains how companies that handle personal data can 

implement the right through their data practices. 

Thc Consumcr Privacy Bill of Rights includes: 16 

Individual Control: Consumers have a right to exercise control over what personal data 

companies collect from them and how they use it. 

Transparency: Consumers have a right to easily understandable and accessible 

information about privacy and security practices. 

Respect for Context: Consumers have a right to expect that companies will collect, use, 

and disclose personal data in ways that are consistent with the context in which 

consumers provide the data. 

Security: Consumers have a right to sccure and responsible handling of personal data. 

Access and Accuracy: Consumers have a right to access and correct personal data in 

usable formats, in a manner that is appropriate to the sensitivity of the data and the risk of 

advcrse consequences to consumers if the data is inaccurate. 

Focused Collection: Consumers have a right to reasonable limits on the personal data 

that companies collect and retain. 

Accountability: Consumers have a right to have personal data handled by companies 

with appropriatc measures in place to assure thcy adhcrc to the Consumer Privacy Bill of 

Rights. 

C. The Consumer Privacy Bill of Rights Adapts Globally Recognized Fair 
Information Practice Principles to the Digital Economy 

The Consumer Privacy Bill of Rights is based on globally recognized Fair Information 

Practice Principles (FIPPs), which originated in the Department of Health, Education and 

Ie For brevity, we provide only the consumer-directed portion of each right. For the full statement ofthe Consumer 
Privacy Gill of Rights, see Privacy Blueprint, App. A, at 47-48. 
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Welfare's 1973 report, Records, Computers, and the Rights a/Citizens, 17 Congress incorporated 

these principles into the Privacy Act of 1974, 18 Since then, a consistent set of FIPPs has become 

the foundation for global privacy discussions through, for example, the Organization for 

Economic Co-operation and Development's Guidelines on the Protection 0/ Privacy and 

Transborder Flows of Personal Data ("OECD Privacy Guidelines") 19 and the Asia-Pacific 

Economic Cooperation's Privacy Framework. 20 The Administration sought to remain consistent 

with these existing FIPPs as it developed the Consumer Privacy Bill of Rights, 21 

At the same time, many individuals and organizations that commented on the 

Department's Privacy and Innovation Green Paper noted that the digital economy, which is data-

intensive, dynamic, and increasingly driven by consumers' active participation, requires some 

adaptation of existing statements of the FIPPs,22 

The most significant adaptations to traditional FIPPs are found in the Individual Control, 

Respect for Context, Focused Collection, and Accountability principles, 

1. Individual Control 

17 Department of Health, Educ., and Welfare, Secretary's Advisory Committee on Automated Personal Data 
Systems, Records, Computers, and the Rights a/Citizens, July 1973, available at 
http://aspe.hhs.govidatacl1cIl1973privacy/tocprefacemembers.htm (outlining a Code of Fair Information Practices 
that would create "safeguard requirements" for certain "automated personal data systems" maintained by the Federal 
Government). 
18 See Privacy Act of 1974, Pub. L. No. 93-579 (codified at 5 U.S.c. § 552a). 
'" The OECD Privacy Guidelines are available at 
hllp:fiwww.oecd.org/ciocliment/18/0,3343,en 2649 34255 1815186 I I I I,OO.htm!. 
20 The APEC Privacy Framework is available at http://pllblications.apec.org/publication-detai!.php?pub id=390. 

See Privacy Blueprint, Appendix B, at 49-52 (mapping the Consumer Privacy Bill of Rights to the OECD Privacy 
Guidelines, the APEC Privacy Framework, and a generalized version of the Department of Homeland Security's 
Privacy Policy). 
" See, e.g., AT&T Comment on the Privacy and Innovation Green Paper, at 7 (warning against adopting an "unduly 
prescriptive iteration" of FIPPs); CCIA Comment on the Privacy and Innovation Green Paper, at 14-15 (raising 
concerns about traditional principles of purpose specification and use limitation and advocating "a middle way that 
recognizes the value in these principles but still gives a data collector some latitude to develop novel and beneficial 
uses for the data"); GE Comment on the Privacy and Innovation Green Paper, at 2 (asserting that the purpose 
specification and use limitation principles are "a logical extension of transparency"). 

8 
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The principles of Individual Control encompasses two signature traits of the networked 

world.23 First, networked technologies offer an increasing number of ways to allow consumers 

to assert control over what personal data is collected. Companies should take advantage of these 

technologies by offering to consumers, at the time of collection, usable tools and clear 

explanations of their choices about data sharing, collection, use, and disclosure. Second, the 

Individual Control principle calls on consumers to understand their responsibilities for 

controlling personal data collection, particularly in situations in which consumers actively share 

data about themselves, such as online social networks. In these cases, control over the initial act 

of sharing is critical. Consumers can take signiticant steps to reduce harms associated with the 

misuse of their data by gaining a better understanding of what personal data they are disclosing 

and using the increasing number of tools available to control this data. 

2. Respectfor Context 

The second noteworthy way in which the Consumer Privacy Bill of Rights adapts 

traditional FIPPs is through the Respect for Context principle. 24 The basic premise of this 

principle is simple: The relationship between consumers and a company-that is, the context of 

personal data use 25-should help determine whether a specific use is appropriate and what kinds 

of consumer choices may be necessary. Factors such as what consumers arc likely to understand 

about a company's data practices based on the products and services it offers, how a company 

explains the roles of personal data in delivering these products and services, research on 

consumers' attitudes and understandings, and feedback from consumers should also enter these 

21 See Privacy Blueprint at 11-14. 
21 See Privacy Blueprint at 15-19. 
os For simplicity, this discussion refers to personal data uses. The discussion applies equally to personal data 
collection and disclosure. 
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assessments. Personal data should flow relatively freely to support the purposes that consumers 

seek to achieve in a given context. 

For example, suppose an online social network holds out its service as a way for 

individuals to connect with people they know and to form ties with others who share common 

interests. In connection with providing this service, asks new users to provide biographical 

in formation about themselves as well as infonnation about their acquaintances. As consumers 

use the service, they may provide additional information through written updates, photos, videos, 

and other content they choose to post. The online social network's use of this information to 

suggest connections that its users might wish to form is integral to the service and obvious from 

the social networking context. Seeking consumers' affirmative consent to use personal data for 

the purpose of facilitating connections on the service is not necessary. By contrast, if the online 

social network uses this information to achieve purposes that fall outside the social networking 

context, such as employment screening or credit eligibility, the Respect for Context would call 

for prominent, explicit notice and meaningful opportunities for consumer choice. The Respect 

for Context principle will help protect consumers against these real harms that can arise when 

information is lifted out of one context and used unexpectedly in another. 

The sophistication of a company's customers is also an important element of context. In 

particular, the unique characteristics of children and teenagers may warrant different privacy 

protections than are suitable for adults. Children, in particular, are particularly susceptible to 

privacy harms. The Administration looks forward to exploring with stakeholders whether more 

stringent applications of the Consumer Privacy Bill of Rights-such as an agreement not to 

create individual profiles about children, even if online services obtain the necessary consent to 

collect personal data-are appropriate to protect children's privacy. 

10 
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3. Focused Collection 

Third, the Focused Collection principle adapts the "data minimization" and "collection 

limitation" principles found in traditional FIPPs. Some existing versions of these principles 

provide a strict standard that makes personal data collection permissible only when it is kept to 

the minimum necessary to achieve specific purposes. Such a strict standard is unworkable for 

the networked technologies that support the digital economy. Familiar and increasingly essential 

Internet services, such as search engines, collect a wide range of personal data and use it in a 

wide variety of ways. Such services may be consistent with the Focused Collection principle, 

provided they reflect careful decisions about what kinds of personal data are necessary to provide 

the services, how long the data needs to be retained, and what measures may be available to 

make retained data less likely to be associated with specific consumers. Focused collection will 

help protect consumers from harm associated with misuse of data that never needed to be 

collected or retained to begin with. The Focused Collection principle, however, does not relieve 

companies of any independent legal obligations, including law enforcement orders, that require 

them to retain personal data. 

4. Accountability 

Finally, the Accountability principle emphasizes that the measures companies take to 

educate employees about using personal data, prevent lapses in their privacy commitments and 

detect and remedy any lapses that occur are crucial to protecting consumer privacy. 

Accountability also assures that when consumers feel harmed by the way their data is handled, 

their complaints can go to the entity responsible for handling that data. Accountability 

mechanisms also may provide a route toward greater global interoperability. The Administration 

is actively exploring how accountability mechanisms, which could be developed through a 

11 
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privacy multistakeholder process, could ease privacy compliance burdens for companies doing 

business globally.26 

D. The Administration Supports Enacting the Consumer Privacy Bill of Rights 
into Law 

Congress should act to protect consumers from violations of the rights defined in the 

Administration's Consumer Privacy Bill of Rights. These rights provide clear protection for 

consumers and define rules of the road for the rapidly growing marketplace for personal data. 

As framed in the Privacy Blueprint, the Consumer Privacy Bill of Rights would provide a set of 

standards that many responsible companies are already capable of meeting. Legislation would 

put these companies on a level playing field with those who arc less careful with personal data, 

and it would provide stronger and more specific consumer protections. 

Enacting the Consumer Privacy Bill of Rights in a manner that provides sufficiently clear 

legal obligations will require drafting beyond the text offered in Consumer Privacy Bill of Rights 

itself. Accordingly, the Administration is committed to working with Congress to develop 

legislation that captures the flexibility and comprehensiveness of the Consumer Privacy Bill of 

Rights. 

The Privacy Blueprint provides other recommendations for legislation based on the 

Consumer Privacy Bill of Rights. 27 Specifically, the Administration recommends that 

legislation: 

Permit the Federal Trade Commission (FTC) and State Attorneys General to directly 

enforce the statutory Consumer Privacy Bill of Rights. 

'" See Privacy Blueprint at 31-33. 
17 See Privacy Blueprint at 35-39. 

12 



26 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00030 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
01

7

Authorize the FTC to review codes of conduct based on the statutory Consumer Privacy 

Bill of Rights, and grant an enforcement safe harbor for companies under its jurisdiction 

that adhere to an approved code of conduct. 

Preempt State laws to the extent they are inconsistent with the Consumer Privacy Bill of 

Rights as enacted in statute. 

Preserve existing sector-specific Federal laws that effectively protect personal data, to 

minimize the duplication oflegal requirements and provide consumers with a clear sense 

of what protections they have and who enforces them. 

Set a uniform national standard for requiring companies to notify consumers of 

unauthorized disclosures of certain kinds of personal data. 

• Enable enforcement that builds on the FTC's expertise and current role as the Federal 

Government's leading consumer privacy enforcement authority. 

Just as importantly, the Administration recommends that consumer data privacy legislation 

incorporate certain limitations. Specifically, such legislation should avoid: 28 

Adding duplicative or overly burdensome regulatory requirements on companies that are 

already adhering to legislatively adopted privacy principles. 

Prescribing technology-specific means of complying with the law's obligations. 

• Precluding new business models that are consistent with the Consumer Privacy Bill of 

Rights in general but may involve new uses of personal information not contemplated at 

the time the statute is written. 

Altering existing statutory or regulatory authorities pursuant to which the government 

may obtain information necessary to assist in conducting border searches, investigating 

28 Privacy Blueprint at 35-36. 
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criminal conduct or other violations of law, or protecting public safety and national 

security. 

• Contravening the ability of law enforcement to investigate and prosecute criminal acts 

and ensurc public safety.Altering existing statutory, rcgulatory, or policy authorities that 

apply to the government's information practices. 

The Administration has begun to think carefully about how the Consumer Privacy Bill of 

Rights can best be put into law, and we look forward to working with this Committee, and with 

the entire Congress, to that end. 

III. Promoting Adoption of the Consumer Privacy Bill of Rights Through 
Stakeholder-Developed, Enforceable Codes of Conduct 

Implementing the general principles in the Consumer Privacy Bill of Rights-as 

envisioned in the legislation discussed above and as planned in the processes that NTIA will 

pursue in parallel with legislative discussions-across the wide range of innovative uses of 

personal data rcquires a flexible, fast-paced process to determine how to define concrete 

practices that embody the broader principles in a specific setting. This process must be capable 

of addressing consumer privacy issues that arise and change as quickly as networked 

technologies and the products and services that depend on them. In addition, it should focus on 

specific business settings to help stakeholders address concrcte privacy issues and business 

requirements, leading to practices that protect privacy without discouraging innovation. [n 

addition, The process must also allow the broad range of stakeholders affected by personal data 

collection, use, and disclosure to participate meaningfully in determining how the Consumer 

Privacy Bill of Rights ought to apply in specific contexts. Finally, the process should be capable 

of producing practices that apply globally. 

14 
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The Administration supports the use of multistakeholder processes, rather than 

rulemakings under the Administrative Procedure Act, to achieve these goals, Specifically, the 

Privacy Blueprint directs NTIA to convene interested stakeholders to address consumer privacy 

issues in transparent, consensus-based processes that are open to all interested stakeholders. The 

expected outputs of these processes are context-specific codes of conduct that companies may 

choose to adopt, rather than government regulations. Once a company publicly commits to 

follow a code of conduct, however, the Administration expects that this commitment will be 

enforceable by the FTC and State Attorneys General. Thus, the privacy multistakeholder 

approach will strike a balance between certainty for companies, strong protections for 

consumers, and the flexibility that is necessary to promote continued innovation. 

This vision draws from several successful examples of Internet policy development. 

Private-sector standards-setting organizations, for example, are at the forefront of setting 

Internet-related technical standards. Groups such as the Internet Engineering Task Force (IETF) 

and the World Wide Web Consortium (W3C) use transparent multistakeholder processes to set 

Internet-related technical standards. These processes are successful, in part, because 

stakeholders share an interest in developing consensus-based solutions to the underlying 

challenges. Successful government-convened Internet policymaking efforts in the past also 

provide precedents for the multistakeholder approach proposed in the Privacy Blueprint. For 

example, the Executive Branch led the privacy discussions of the J 990s and early 2000s, which 

continue to be central to advancing consumer data privacy protections in the United States. 

More recently, the FTC has encouraged multistakeholder efforts to develop a "Do Not Track" 

15 
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mechanism, which would afford greater consumer control over personal data in the context of 

online behavioral advertising. 29 

Stakeholders have ample incentives to participate in this process under existing law. For 

companies, it is a way to build consumer trust and gain certainty as to what consumers expect 

f1'om companies' personal data practices. For consumer and privacy advocates, the privacy 

multi stakeholder process provides an opportunity to influence these practices through direct 

engagement with companies. 

Still, consumer data privacy legislation could provide a significant boost to this flexible 

approach. Under the Administration's recommended framework, companies would face a 

choice: Follow the general principles of the statutory Consumer Privacy Bill of Rights, or 

commit to following a code of conduct that spells out how those rights apply to their businesses. 

If this code of conduct sufficiently implements the Consumer Privacy Bill of Rights in the 

context in which a company (or group of companies) plans to use it, the FTC should forbear 

from enforcing the Consumer Privacy Bill of Rights against it, so long as the company lives up 

to its commitment. The latter course would provide greater certainty for companies and stronger 

incentives for all stakeholders to work toward consensus on codes of conduct, but it requires 

Congress to act. 

The legislative approach that the Administration recommends could also expand 

international recognition of codes of conduct. Baseline consumer privacy legislation would 

clarify the legal standards that underlie codes of conduct as well as their enforceability. This 

approach to legislation could have a broader influence on global Internet policy debates. It is 

important to demonstrate to our international partners that a principles-based framework, 

See World Wide Web Consortium, Tracking Protection Working Group, available at 
http://www.w3.orel2011/tracking-rrotection/ (last visited Mar. 21,2012). 
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combined with a stakeholder-driven process to create more specific guidelines, can effectively 

address consumer data privacy issues. More generally, demonstrating that the government can 

facilitate the development of effective policy solutions without imposing top-down regulations 

will send a strong message to other countries that are increasingly turning to this approach. Still, 

even without baseline legislation, enforceable codes of conduct play an importallt role in global 

interoperability. For example, the U.S.-EU and U.S.-Swiss Safe Harbor Agreements are a sourc( 

of legally enforceable privacy commitments and will continue to playa key role in facilitating 

transatlantic trade. 3o 

IV. NTIA's Plans to Implement the Administration's Privacy Blueprint 

A. DeVeloping Privacy Codes of Conduct Through Multistakeholder Processes 

NTIA has already begun to initiate stakeholder-driven processes to develop codes of 

conduct based on the Consumer Privacy Bill of Rights. Our first step was to seek comment from 

stakeholders on two sets of questions: which substantive issue is suitable for an initial effort to 

develop an enforceable code of conduct, and what procedures should the process follow. ] I 

NTIA suggested a number of substantive issues that are relatively well-definable and have the 

potential to deliver significant benefits to consumers ifthey are addressed through a code of 

conduct. Our request asked stakeholders to comment on the pros and cons of these candidates 

and to offer others that meet the criteria of definability and potential consumer benefit. We also 

asked for input on procedures that will make the process manageable while also open to all 

interested stakeholders' participation, transparent. and consensus-based. 

30 See International Trade Administration, Safe Harbor, available at http://export.gov!safeharborl (last updated Mar. 
22,2012). 
31 See NTIA, Multistakeholder Process to Develop Consumer Data Privacy Codes of Conduct, 77 Fed. Reg. 13098, 
Mar. 5,2012, available at http://www.ntia.doc.gov/federal-register-notice/20 12Imllltistakeholder-process-develop
consum er-d ata-pri vacv-cod es-cond lIet. 
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The comment period closes next Monday, April 2, following which we will move 

promptly to select a substantive issue and convene an initial public meeting to begin developing 

a code of conduct. Part of the business of this initial meeting will be for stakeholders to reach 

agreement on the procedures they will use to work together. While NTIA will likely provide 

some guidance and perspective, based on its participation in other multistakeholder processes as 

well as its review of comments on this process, we will avoid imposing our judgment on the 

group. In other words, NTIA's role will be to convene stakeholders and facilitate discussions 

that ensure all voices are heard, but we will not be the decision-maker on the substantive 

elements of privacy codes of conduct. 

B. Engaging Our International Partners 

NTIA is also actively involved in implementing the international recommendations of the 

Privacy Blueprint. Consumer privacy is an increasingly important trade issue. Companies that 

do business globally face a complex set of privacy challenges, and complying with disparate 

privacy laws across the world imposes significant costs on U.S. enterprises. Moreover, these 

laws are in flux, as many of our trading partners in Europe, Asia, and Latin America are 

developing or revising their privacy frameworks. 32 Though the United States shares many 

privacy values with other countries, we expect that differences will remain between our 

consumer data privacy framework and those of our international partners. 

32 See, e.g., European Commission, Commission Proposes a Comprehensive Reform of the Data Protection Rules, 
Jan. 25, 2012, available at http://cc,curopa,eu/justice/ncwsroom/data-protection!newsll20125 en.htm; Hunton & 
Williams. Mexico Issues New Privacy Regulations Effective December 22, 2011. Privacy and Security Law Blog, 
Dec. 21. 20 II, available at http://www.huntonprivacyblog.com/20 11I12!articles/mexico-issues-new-privacy
rcglllations-elTective-december-22-20 III; ABS-CBN News, Senate Approves Data Privacy Act on 3rd Reading, 
Mar. 20, 2012, available at http://www.abs-cbnnews.com/bllsiness/03/20!12/senate-approves-data-privacy-act-3rd
rca®lg (reporting on legislation in the Philippines); Kevin Kwang, Singapore Seeks Input for Data Protection Law, 
ZDNet, Sept. 14,20 II, available at http://www.zdnetasia.com!singapore-seeks-input-for-data-protection-Iaw-
62302071.hUn. 
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As a result, the Privacy Blueprint recommends pursuing a course of creating greater 

interoperability-based on mutual recognition of common privacy values, shared efforts to 

develop internationally recognized codes of conduct, and enforcement cooperation-with other 

privacy frameworks, rather than seeking uniformity or full harmonization. JJ As the Joint 

Statement issued on March 19 by Secretary Bryson and European Commission Vice-President 

Viviane Reding states, "[t]he European Union and the United States are global leaders in 

protecting individual freedoms, including privacy, while at the same time fostering innovation 

and trade that are so critical to the world economy, notably in the present times. Stronger 

transatlantic cooperation in the field of data protection will enhance consumer trust and promote 

the continued growth of the global Internet economy and the evolving digital transatlantic 

common market.,,34 

We at NTIA are working closely with our counterparts in the Department and throughout 

the Executive Branch to pursue greater interoperability of privacy frameworks. An important 

activity for NTIA over the next year will be to promote the privacy multistakeholder approach 

internationally. We expect that a diverse array of stakeholders will participate in the processes 

we will convene and welcome those stakeholders who have a practical perspective on global 

33 The Department's International Trade Administration (ITA) has played an integral role in establishing 
frameworks for interoperability. For example, the U.S.-EU and U.S.-Swiss Safe Harbor Frameworks establish 
significant interoperabiJity between the United States and Europe. These Frameworks allow companies to self
certify that they comply with requirements under the ELJ Data Protection Directive, subject to FTC enforcement of 
these representations. More than 3,000 companies have participated in the Safe Harbor Frameworks, enabling them 
to transfer personal data from the EU to the United States. As a resuit, the Safe Harbor Frameworks have effectively 
reduced barriers to personal data flow and thereby support trade and economic growth. See generally Department of 
Commerce, Export.gov - Safe Harbor, available at http://expolt.gov/safeharbor/(lastvisitedMar.16,2012).In 
addition, ITA, along with the FTC, is helping to implement the Asia-Pacific Economic Cooperation's (APEC) 
voluntary system of Cross Border Privacy Rules, which will facilitate transnational mutual recognition among 
APEC's 21 member economies. See APEC, Electronic Commerce Steering Group, available at 
I1tt p:! /apec.orgiG roupslComm ittee-on-Trad e-and-I nvestment/EI ectronic-Com merce-Stceri n g-G roup .aspx (last 
visited Mar. 16,2012). 
34 U.S.-EU Joint Statement on Privacy from EU Commission Vice-President Viviane Reding and U.S. Commerce 
Secretary John Bryson, Mar. 19,2012, available at http://www.colnmerce.gov/news/press-releases/2012!03!l9/us
cu-joint-statement-privacv-eu-commission-vice-president-vjviHne-re. The full text of the Joint Statement is included 
as an attachment to this testimony, 
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privacy compliance challenges. Finally, we will continue to coordinate with our U.S. 

Government counterpmts to keep a close watch on legal developments in Europe and other 

regions and to participate in privacy discussions in forums such as the OECD and APEC. 35 

V. Conclusion 

Thank you again for the opportunity to articulate the Administration's consumer data 

privacy policy and to discuss the steps NTlA is taking to put this policy into practice. NTIA is 

eager to bring stakeholders together to address privacy issues through practices that protect 

consumers, provide businesses with greater certainty, and allow continuing innovations that 

benefit our economy. We also look forward to working with you and other stakeholders to work 

toward the enactment of the Consumer Privacy Bill of Rights into law. I welcome any questions 

you have for me. 

35 These objectives of encouraging international cooperation for effective commercial data privacy protections and 
promoting and enhancing multistakeholder venues to discuss Internet policy issues are important elements of the 
Administration's overall cyberspace policy framework. See The White House, International Strategy for 
Cyberspace: Prosperity, Security, and Openness in a Networked World, at 22, 24, May 2011, available at 
http://www.whitehousc.gov/sites/defaultlfi leslrss viewer/international strategy for cvberspace.pdf. 
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Attachment: U.S.-EU Joint Statement on Privacy from EU Commission Vice-President 
Viviane Reding and U.S. Commerce Secretary John Bryson 

Today's High Level Conference on Privacy and Protection of Personal Data, held 

simultaneously in Washington and Brussels with the participation of Vice-President Viviane 

Reding and Secretary John Bryson, represents an important opportunity to deepen our trans-

Atlantic dialogue on commercial data privacy issues. The United States and the European Union 

clearly share a commitment to promoting the rights of individuals to have their personal data 

protected and to facilitating interoperability of our commercial data privacy regimes. 

The European Union and the United States are global leaders in protecting individual 

freedoms, including privacy, while at the same time fostering innovation and trade that are so 

critical to the world economy, notably in the present times. Stronger trans-Atlantic cooperation 

in the field of data protection will enhance consumer trust and promote the continued growth of 

the global Internet economy and the evolving digital trans-Atlantic common market. This work 

will also encourage innovation and entrepreneurship and support the jobs and growth agenda as 

outlined by President Obama and Presidents Van Rompuy and Barroso at the November 28, 

2011 U.S.-EU Summit. 

This is a defining moment for global personal data protection and privacy policy and for 

achieving further interoperability of our systems on a high level of protection. On January 25, 

2012, the European Commission adopted legislative proposals to reform and strengthen the 

fundamental right to data protection and unify the EU's data protection laws and enforcement 

rules. On February 23, 2012, the United States released its privacy blueprint, including the 

Consumer Privacy Bill of Rights. President Obama emphasized the administration's commitment 

to privacy in the U.S., and called for Congress to pass legislation that applies the Consumer 
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Privacy Bill of Rights to commercial sectors not subject to existing Federal data privacy laws 

and development of enforceable codes of conduct through multistakeholder processes. 

Stakeholders in the U.S. are very interested in the ongoing data protection reform in the 

European Union-notably in the proposal for a "one-stop-shop" and a consistent regulatory level 

playing field across all EU Member States. Additionally, as expressed in the Obama 

administration's privacy blueprint, the United States is committed to engaging with the European 

Union and other international partners to increase interoperability in privacy laws and 

regulations, and to enhance enforcement cooperation. The European Union is following new 

privacy developments in the United States closely. Both parties are committed to working 

together and with other international partners to create mutual recognition frameworks that 

protect privacy. Both parties consider that standards in the area of personal data protection 

should facilitate the free now of information, goods and services across borders. Both parties 

recognize that while regulatory regimes may differ between the U.S. and Europe, the common 

principles at the heart of both systems, now re-affirmed by the developments in the US, provide a 

basis for advancing their dialog to resolve shared privacy challenges. This mutual interest shows 

there is added value for the enhanced EU-U.S. dialogue launched with today's data protection 

conference. 

We hope to also work with international stakeholders towards a global consensus on how 

to tackle emerging privacy issues. 

In line with the objectives of increasing trade and regulatory cooperation outlined by our 

leaders at the U.S.-EU Summit, the United States and the European Union reaffirm their 

respective commitments to the U.S.-EU Safe Harbor Framework. This Framework, which has 

been in place since 2000, is a useful starting point for further interoperability. Since its inception, 
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over 3,000 companies have self-certified to the Framework to demonstrate their commitment to 

privacy protection and to facilitate transatlantic trade. The European Commission and the 

Department of Commerce look forward to continued close U.S.-EU collaboration to ensure the 

continued operation and progressive updates to this Framework. As the EU and the United States 

continue to work on significant revisions to their respective privacy frameworks over the next 

several years, the two sides will endeavor to find mechanisms that will foster the free flow of 

data across the Atlantic. Both parties are committed to work towards solutions based on non

discrimination and mutual recognition when it comes to personal data protection issues which 

could serve as frameworks for global interoperability that can promote innovation, the free flow 

of goods and services, and privacy protection around the world. The EU and the United States 

remain dedicated to the operation of the Safe Harbor Framework-as well as to our continued 

cooperation with the Commission to address issues as they arise-as a means to allow companies 

to transfer data from the EU to the United States, and as a tool to promote transatlantic trade and 

economic growth. 

While this conference was convened to discuss commercial data privacy questions and 

not issues of exchanges of information related to law enforcement, we note that our presidents 

announced at the November 2011 summit that the US and the EU are determined to finalize 

negotiations on a comprehensive EU-U.S. data privacy and protection agreement that provides a 

high level of privacy protection for all individuals and thereby facilitates the exchange of data 

needed to fight crime and terrorism. 
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Mrs. BONO MACK. Thank you very much, Mr. Strickling. 
Mr. Leibowitz, you are recognized for 5 minutes. 

STATEMENT OF JON LEIBOWITZ 
Mr. LEIBOWITZ. Thank you, Chairman Bono Mack, Ranking 

Member Butterfield, Chairman Upton, Vice Chair Blackburn, Mr. 
Gonzalez, Mr. Kinzinger, and Mr. Olson for the opportunity to com-
ment the commission’s testimony on consumer privacy. 

I am particularly pleased to be along side Larry Strickling of De-
partment of Commerce, who has done a terrific job. And we at the 
commission look forward to working with him and the department 
on privacy codes of conduct as well as with this committee on a va-
riety of privacy issues. 

This is a decisive moment for consumer privacy. The collection of 
personal data has lead to great benefits for consumers. We all want 
and need these benefits to continue but not at the expense of indi-
vidual privacy. So after careful consideration, earlier this week, the 
Federal Trade Commission, the Nation’s privacy protection agency, 
released a report that lays out what we in the public and private 
sectors must do to make sure that the right to privacy for all Amer-
icans remains robust. 

The answer is simple: Consumers should have control of their 
personal data. And to ensure that control, our report lays out three 
powerful principles for companies to follow: First, incorporate pri-
vacy protections into products as you are developing them, that is 
the privacy by design; second, offer consumers choice about how 
their data is collected and used; and third, provide more trans-
parency, that is better explanations to consumers about how infor-
mation is handled. 

The best companies are already following these principles, but 
baseline privacy legislation, if we can hit what you, Chairman Bono 
Mack, called the sweet spot would help them with clear rules of the 
road and ensure that the best privacy practices don’t put compa-
nies at a competitive disadvantage. 

Let me highlight perhaps one the most important recommenda-
tions we make in the report, that all stakeholders should continue 
to push forward to complete a Do Not Track system. Do Not Track 
is a one-stop mechanism that lets consumers control whether their 
online activities are tracked across Web sites. It is not run by the 
government but by companies themselves. It is voluntary. An effec-
tive Do Not Track system would going beyond merely allowing con-
sumers to opt out of receiving targeted ads. It would allow them 
to opt out of third-party collection of behavioral data, other than 
data gathered for operational purposes, like preventing click fraud. 

Because your computer is your property, no one should have the 
right to put anything in it that you don’t want. And going back to 
Ms. Blackburn’s point, that is a very conservative notion. 

I am optimistic that companies can get Do Not Track done by the 
end of the year. To their enormous credit, since we issued our call 
for Do Not Track in 2010, online advertisers, major browser compa-
nies and the World Wide Web Consortium, an Internet standards- 
setting group have all made strides towards putting in place the 
foundation or Do Not Track system. Why? Because really, going 
back to the point that Chairman Upton made, they recognize that 
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Do Not Track will help build consumer confidence in the Internet, 
and that in turn will spur greater Internet commerce. 

We also will continue working with them to implement fully a 
system in which all consumers can easily and effectively choose not 
to be tracked in cyberspace. 

Our final privacy report also recommends that data brokers, who 
often hold a wealth of information about consumers but remain in-
visible to them, improve transparency. We renew our call for tar-
geted legislation giving consumers reasonable access to consumer 
data that these brokers maintain; that is, access that is propor-
tionate to the sensitivity of the data and its intended use. 

In addition, we will be holding workshops in 2012, to explore two 
other issues, mobile privacy disclosures or dot-com disclosures and 
data platforms like social media, ISPs and operating systems. 

Now while policy is an important component of our work, en-
forcement remains the commission’s priority. We are not, as you 
know, a regulatory agency. The commission has brought more than 
100 spam and spyware cases; 80 cases against those violating the 
Do Not Call rule; more than 30 data security cases; and 18 cases 
involving the children’s online privacy protection act. As you know, 
we are in the process of updating the COPPA rules to account for 
changes in technology. 

We have also obtained orders against numerous companies from 
making deceptive claims about privacy protections, including the 
recently highly publicized privacy cases against Google and 
Facebook, which, combined, protect the privacy of more than 1 bil-
lion users worldwide. 

Just this week, we announced a settlement with RockYou, which 
is a popular social media gaming company. The FTC charged that 
the company failed to use adequate security measures to protect 
consumers private data. As a result, hackers gained access to per-
sonal information of more than 32 million customers. The commis-
sion also charged RockYou with collecting personal information 
from children it knew to be under 13 without parental consent; 
that is a COPPA violation. Under the commission’s settlement, 
RockYou must implement a data security program, undergo audits 
every other year, and pay a $250,000 civil penalty. 

Finally, the commission promotes privacy and data security 
through consumer and business education. For example, we spon-
sor Onguard Online, a Web site that educates consumers about 
basic computer security. Since its launch in 2005, Onguard Online 
and its Spanish language counterpart, Alerta en Linea, have had 
more than 25 million visitors. 

Chairman, thank you for inviting me here today. We look for-
ward to continuing to work with Congress, the administration in-
dustry and other stakeholders on privacy issues in the future, and 
I am happy to answer questions. 

[The prepared statement of Mr. Leibowitz follows:] 
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l. Introduction 

Chairman Bono Mack, Ranking Member Butterfield, and members oflhe Subcommittee, 

I am Jon Leibowitz, Chairman of the Fcderal Trade Commission ("FTC" or "Commission").' 

appreciate thc opportunity to present the Commission's testimony on consumer privacy. 

I am pleased to be testifying today alongside Administrator Lawrence Strickling of the 

National Telecommunications and Information Administration. The Commission supports the 

recent efforts and approach developed by the Department of Commerce regarding privacy issues. 

The FTC looks forward to working together with the Department of Commerce and the 

Administration as they move forward in their efforts in this arcna. 

This is a decisive moment for consumer privacy. New and refined approaches to privacy 

protection arc emerging in the United Statcs and around the world. After careful consideration, 

earlier this week the Commission released its final privacy report that sets forth best practices for 

businesses to protect consumer privacy while ensuring that companies can continue to innovate.2 

, The views expressed in this statement represent the views of the Commission, with 
Commissioner J. Thomas Rosch dissenting. My oral presentation and responses to questions are 
my own and do not necessarily represcnt the views of the Commission or any other 
Commissioner. 

2 FTC, Protecting Consumer Privacy in an Era of Rapid Change: Recommendations/or 
Businesses and Policymakers (Mar. 2012), available at 
http://www.tkgov/os/2012/031120326privacyrcport.pdf. Commissioner Rosch dissented from 
the issuance of the Final Privacy Rcport. He agrees that consumers ought to be given a broader 
range of choices and applauded the Report's call for targeted legislation regarding data brokers 
and data security. However, Commissioner Rosch has four major conccrns about the privacy 
framework because he believes that: I) in contravention of our promises to Congress, it is based 
on "unfairness" rather than deception; 2) the current state of "Do Not Track" stillicaves 
unanswered many important questions; 3) "opt-in" will necessarily be selected as the de facto 
method of consumer choice for a wide swath of entities; and 4) although characterized as only 
"best practices," the Report's recommendations may be construed as federal requirements. See 
hUp://www.fic.gov/os/201 2/03/1 20326privaeyreport.pdf at Appendix C. 

- 1 -
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The Commission urges industry to usc this guidance to improve privacy practices and accelerate 

the pace of sclf-regulation. Importantly, we have seen promising developmcnts by industry 

toward a Do Not Track mechanism and wc ask thc Committee to continue to encourage industry 

to move towards full implementation. 

Members ofCongrcss and this Committee on both sides of the aisle have demonstrated 

that they understand how important it is that consumers' personal data be treatcd with care and 

rcspect. The Commission commends the leadership this Committee has shown on consumer 

privacy issues. Just last month, the Administration released its final "White Paper" on consumer 

privacy, recommending that Congress enact legislation to implement a Consumer Privacy Bill of 

Rights.' Today wc recommend that Congress consider enacting general privacy legislation. We 

reiterate our call on Congress to enact legislation requiring companies to implement reasonable 

security measures and to notify consumers in the event of certain security breaches,' as well as 

targeted legislation that would provide consumers with access to information about them held by 

l Consumer Data Privacy in a Networked World: A Frameworkfor Protecting Privacy 
and Promoting Innovation in the Global Digital Economy (Feb. 2012), available at . 
http://www. whitchollse.gov/sites/default/filcs/privaey-final.pdf. 

4 The Commission has long supported sllch federal laws. See, e.g., Prepared Statement 
of the FTC, Data Security: Hearing Before the H. Comm. on Energy and Commerce, Subcomm. 
on Commerce, Manufacturing, and Trade, ll2th Congo (June 15,2011), available at 
http://www.fic.gOv/os/tcstimony/11 0615datasccurityhousc.pdf; Prepared Statement of the FTC, 
Protecting Social Security Numbers From Identity Theft: Hearing Before the Before the H. 
Comm. on Ways and Means, Subcomm. on Social Security, 112th Congo (Apr. 13,2011), 
available at http://ftc.gov/os/testimonv/11041Issn-idthcft.pdf; FTC, Security in Numbers, SSNs 
and 1D Theft (Dec. 200S), available at http://www.ftc.gov/os/200S/l2/P075414ssnreport.pdf; 
and President's Identity Theft Task Force, Identity Theft Task Force Report (Sept. 200S), 
available at http://www.idtheft.govlreports/IDTRcport200S.pdf. 

-2-
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data brokers.' 

Privacy has been an important part of the Commission's consumer protection mission for 

more than 40 ycars.6 During this time, the Commission's goal in the privacy arena has remained 

constant: to protect consumers' personal information and ensure that they have the confidence 

to take advantage of the many benefits offered by the dynamic and ever-changing marketplace. 

To meet this objective, the Commission has undertaken substantial efforts to promote privacy in 

the private sector through law enforcement, education, and policy initiatives. For example, since 

2001, the Commission has brought 36 data security cases; more than 100 spam :md spyware 

cases; and 18 cases for violation of the Children's Online Privacy Protection Aet ("COPPA").' 

The Commission has also brought recent highly publicized privacy cases against companies such 

as Google and Faccbook. The Commission has distributed millions of copies of educational 

materials for consumers and businesses to address ongoing threats to security and privacy. And 

the FTC continues to examine the implications of new technologies and business practices on 

consumer privacy through ongoing policy initiatives, such as the Commission's reccntly-

released report on consumer privacy. 

This testimony begins by describing the Commission's final privacy report. It then offers 

an overview of other recent policy efforts in the areas of privacy and data security and concludes 

, The Commission supports legislation similar to that contained in several of the data 
security bills introduced in the 112th Congress. See Data Accountability and Trust Act, H.R. 
1707, 112th Congress (2011); Data Accountability and Trust Act of2011, H.R. 1841, 112th 
Congress (2011); Data Security and Breach Notification Act of2011, S. 1207, 112th Congress 
(2011). 

6 Information on the FTC's privacy initiatives generally may be found at 
business.ftc.gov/privacy-and-security. 

, 15 U.S.C. §§ 6501-6508. 

- 3 -
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by noting the Commission's recent enforcement and cducation efforts. 

I I. Privacy Report 

Earlier this week, the FTC released its final privacy report ("Final Report"), setting forth 

best practices for companies that collect and usc consumer data. These best practices can be 

useful to com panics as they develop and maintain proccsses and systems to operationalize 

privacy and data seeurity practices within their businesses. To the extent these best practices 

exceed existing legal requirements, they are not intended to serve as a template for law 

enforcement or regulations under laws currently enforced by thc FTC. 

The Final Report continues to support the three main principles laid out in the 

preliminary staffreport. 8 First, companies should adopt a "privacy by design" approach by 

building privacy protections into their everyday business practices. Such protections include 

providing rcasonable security for consumer data, collecting only the data nceded for a specific 

business purpose, retaining data only as long as necessary to fulfill that purpose, safely disposing 

of data no longer in use, and implementing reasonable procedures to promote data accuracy. 

Second, companies should provide simpler and more streamlined choices to consumers 

8 In December 20 I 0, the Commission issued a preliminary staffreport to address the 
privacy issues associated with new technologies and business models. See A Preliminary FTC 
Staff Report on Protecting Consumer Privacy in an Era of Rapid Change: A Proposed 
Framework for Businesses and Policymakers (Dec. 1, 2010), available at 
http://www.ftc.gov/os/2010/12110120 IprivacyreporLpdf. Commissioners Kovacic and Rosch 
issued concurring statements available at 
hltp://www.tlc.gov/os/201 011211 01 201 privacyrcport.pdf at Appendix D and Appendix E, 
respectively. The preliminary staff rcport sct forth a proposed framework to guide polieymakers 
and other stakeholders regarding best practices for consumer privacy and ineluded a number of 
questions for public comment. The Commission received over 450 public comments from 
various stakeholders in response to the preliminary report. These comments informed the 
Commission as it refined the framework to best protect consumer privacy and innovation in 
today's dynamic and rapidly-changing marketplace. 

- 4-
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about their data practices. Companies do not need to provide choice before collecting and using 

consumers' data for practices that are consistent with the context of the transaction, the 

company's relationship with the consumer, or as required or specifically authorized by law. For 

all other data practices, consumers should have the ability to make informed and meaningful 

choices at a relevant time and context and in a uniform and comprehensive way. The 

Commission advocated such an approach for online behavioral tracking - often refcrred to as 

"Do Not Track" that is discussed in more detail below. 

Third, companies should take steps to make their data practices more transparent to 

consumers. For instance, companies should improvc their privacy disclosures and work toward 

standardizing them so that consumers, advocacy groups, regulators, and others can compare data 

practices and choices across companies, thus promoting competition among companies. 

Consumers should also have reasonable access to the data that companies maintain about them, 

particularly for non-consumer-facing entities such as data brokers, as discussed in more detail 

below. The extent of access should be proportional to the volume and sensitivity of the data and 

to its intended usc. 

In addition, the Final Report supports the development of general privacy legislation to 

ensure basic privacy protections across all industry sectors, and the Report can inform Congress, 

should it consider such legislation. The Commission recommends that any such legislation be 

technologically neutral and sufficiently flexible to allow companies to continue to innovate. In 

addition, the Commission believes that any legislation should allow the Commission to seek 

civil penalties to deter statutory violations. Such legislation would provide businesses with the 

certainty they need to understand their obligations and the incentive to meet those obligations, 

while also assuring consumers that companies will respect their privacy. We believe this 

- 5 -
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approach would foster an environment that allows businesses to innovate and consumers to 

embrace those innovations without fear of sacrificing their privacy. We look forward to working 

with Congress and other stakeholders to craft this lcgislation. 

The Report's recommendations broadly address the commercial use of consumer 

information, both online and offline, by all manner of businesses. Below, we highlight two 

specific issues addressed in the Report Do Not Track and data brokers. 

A. Do Not Track 

The final report advocates the continued implementation of a universal, one-stop 

mechanism to enable consumers to control the tracking of their online activities across websitcs, 

oftcn refcrred to as "Do Not Track," which the Commission first eallcd for in December 2010 

and members of Congress have sought through legislativc proposals.' 

The Commission commends recent industry efforts to improve consumer control over 

bchavioral tracking in response to thosc calls. As industry explores technical options and 

implemcnts self-rcgulatory programs, and as Congress examines Do Not Track, the Commission 

continues to belicve that an effective Do Not Track system should include five key principles. 

First, a Do Not Track system should bc implementcd universally to cover all parties that would 

track consumers. Second, the choice mechanism should be easy to find, easy to understand, and 

casy to use. Third, any choices offered should be persistent and should not be overridden if, for 

example, consumers clcar their cookies or update their browscrs. Fourth, a Do Not Track 

system should be comprehensive, effective, and enforccable. It should opt consumers out of 

9 Do Not Track is intended to apply to third-party tracking of consumers because third
party tracking is inconsistent with the context of a consumer's interaction with a website; most 
first-party marketing practices are consistent with the consumcr's relationship with the business 
and thus do not nccessitate consumer choicc. 

- 6 -
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behavioral tracking through any means and not permit teehnicalloopholes. 10 Fifth, an effective 

Do Not Track system should go beyond simply opting consumers out of receiving targeted 

advertisements; it should opt them out of collection of behavioral data for all purposes other than 

those that would be consistent with the context of the interaction (e.g., preventing click-fraud or 

frequency capping for ads)." 

Early on, the companies that develop web browsers stepped up to the challenge to give 

consumers choice about how they are trackcd online, sometimes known as the "browser header" 

approach. When consumers enable Do Not Track, the browser transmits thc header to all types 

of entities, including advcrtisers, analytics companies, and researchers, that track consumers 

online. Just after the FTC's call for Do Not Track, Microsoft developed a system to let users of 

Internet Explorer prevent tracking by diffcrent companics and sitcS. 12 Mozilla introduced a Do 

Not Track privacy control for its Firefox browser that an impressive number of consumers have 

adopted. 1) Apple sUbscquently included a similar Do Not Track control in Safari.14 Google has 

10 For example, the FTC recently brought an action against a company that told 
consumers they could opt out of tracking by exercising choices through their browsers; however, 
the company used Flash cookies for such tracking, which consumers could not opt out of through 
their browsers. In the Matter of Scan Scout, Inc., FTC Docket No. C-4344 (Dec. 21,2011) 
(consent order), available at http://www.ftc.gov/os/casclistll 02318SIl11221 scanscoutdo.pdf. 

11 Such a mechanism should be different from the Do Not Call program in that it should 
not require the creation of a "Registry" of unique identifiers, which could itself cause privacy 
concerns. 

12 Press Release, Microsoft, Providing Windows Customers with More Choice and 
Control (if Their Privacy Online with Internet Explorer 9 (Dec. 7, 2010), available at 
www.microsoft.com/prcsspass/featurcs/2010/dcc 1 O/12-07ic9privacyga.mspx; 

13 The Mozilla Blog, Mozilla Firefox 4 Beta, Now Including "Do Not Track" 
Capabilities (Feb. 8,2011), blog.mozilla.comiblog/2011/02/08/mozilla-fircfox-4-beta-now
induding-do-not-track-capabilities/; Alex Fowler, Do Not Track Adoption in Fire{ox Mobile is 
3x Higher than Desktop, MOZILLA PRIVACY BLOG (Nov. 2,2011), 

- 7 -
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takcn a slightly different approach - providing consumers with a tool that persistently opts them 

out of most behavioral advertising. l5 

In another important effort, the online advertising industry, led by the OAA, has 

implemented a behavioral advertising opt-out program. The OAA's accomplishments are 

notable: it has developed a notice and choice mechanism through a standard icon in ads and on 

publisher sites; deployed the icon broadly, with reportedly over 900 billion impressions served 

cach month; obtained commitments to follow the self-regulatory principles from advertisers, ad 

networks, and publishers that represent close to 90 percent of the online behavioral advertising 

market; and established an enforcement mechanism designed to ensure compliance with the 

principles. 16 More recently, the OAA addressed one ofthe long-standing criticisms of its 

approach - how to limit secondary use of collected data so that the consumer opt-out extends 

beyond simply blocking targeted ads and to the collection of information for other purposes. 

Thc OAA has released new principles that include limitations on the collection of tracking data 

http://blog.mozilla.com/privacY/20 111 11 1021 do-not -track -adoption-in-firefox -mobile- is-3 x
higher-than-desktop/. 

14 Nick Wingfield, Apple Adds Do-Nat-Track Tool to New Browser, WALL ST. 1., Apr. 
13,2011, available at 
http://onlinc.wsj.com/articlc/SBI 000 1424052748703551304576261272308358858.html. 

15 Sean Harvey & Rajas Moonka, Keep Your Opt Outs, GOOGLE PUBLIC POLICY BLOG 
(Jan. 24, 20 II), http://googlepublicpolicy.blogspot.com/20 1110 IIkecp-your-opt-outs.html. 

16 Peter Kosmala, Yes, Johnny Can Benefit From Transparency & Control, SELF
REGULATORY PROGRAM FOR ONLINE BEHAVIORAL ADVERTISING, 
http://www.aboutads.info/bloglycs-johnny-can-bcnefit-transparency-and-control (Nov. 3, 2011); 
see also Press Release, Digital Advcrtising Alliance, White HOllse. DOC and FTC Commend 
DAA 's Self-RegulatOlY Program to Protect Consumers Online Privacy (Feb. 23, 2012), 
available at 
h ltp:/ Iwww.aboutads.info/rcsource/ downloadfDAA %20Wh ite%20 H ousc%20EvcnLpdf. 

- 8 -
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and prohibitions on the usc or transfer of the data for employment, credit, insurance, or health 

care cligibility purposes.17 Just as important, the DAA recently moved to address some 

persistence and usability criticisms of its icon-based opt out by committing to honor the tracking 

choices consumers make through their browser settings. IS 

At the same time, the World Wide Web Consortium (HW3C"), an Internet standards-

setting body, has gathered a broad range of stakeholders to create an international, industry-wide 

standard for Do Not Track, including DAA membcr companics; other U.S. and international 

companies; industry groups; and public interest organizations. The W3C group has done 

admirablc work to flcsh out how to make a Do Not Track system practical in both desktop and 

mobile settings as ret1ccted in two public working drafts of its standards. 19 Some important 

issllcs remain, and the Commission encourages all of the stakeholders to work within the W3C 

group to resolve thesc issues. 

While work remains to be done on Do Not Track, the Commission belicves that the 

developments to date are significant and provide an effcctive path forward. Thc advertising 

industry, through thc DAA, has committed to deploy browscr-based technologies for consumer 

control over online tracking, alongside its ubiquitous ieon program. The W3C process, thanks in 

part to thc ongoing participation ofDAA membcr companies, has made substantial progrcss 

17 Digital Advertising Alliance, About Self-Regulatory Principles{or Multi-Site Data 
(Nov. 2011), available at 
http://www.aboutads.info/rcsource/download/Multi-Site-Data-Principles.pdf. 

1B Prcss Release, Digital Advertising Alliance, DAA Position on Browser Based Choice 
Mechanism (Feb. 22, 2012), available at 
hllp:llwww.aboutads.info/rcsource/download/DAA.Commitment.pdf. 

19 See Press Release, W3C, W3C Announces First Draft of Standard for Online Privacy 
(Nov. 14,2011), available at http://www.w3.org/20111l1/dnt-pLhtml.cn. 
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toward specifying a consensus consumer choice system for tracking that is practical and 

technically feasible20 The Commission anticipates continued progress in this area as the DAA 

members and other key stakeholders continue discussions within the W3C process to work to 

rcach conscnsus on a Do Not Track system in the coming months. 

B. Data Brokers 

The Final Report recommends that companies provide consumers with reasonable access 

to the data maintained about them. The extent of such access should be proportionate to the 

sensitivity of the data and the nature of its use. 

The Final Report addresses the particular importance of consumers' ability to access 

information that data brokers have about them. Data brokers are companies that collect 

information, including personal information about consumers, from a wide variety of sources for 

thc purpose ofresclling such information for a variety of purposes, including verifying an 

individual's identity, differentiating one consumer's records from another's, marketing products, 

and preventing financial fraud. Such entities often have a wealth of information about 

consumers without interacting directly with them. Consumers are often unaware of the existence 

of these entities, as well as the purposes for which they collect and usc data. 21 

The Commission has monitored data brokers sincc the 1 990s, hosting workshops, 

drafting reports, and testifying before Congress about the privacy implications of data brokers' 

20 A system practical for both businesses and consumcrs would include, for users who 
choose to enable Do Not Track, significant controls on thc collection and use of tracking data by 
third parties, with limited exceptions such as security and frequency capping. As noted above, 
first party sharing with third parties is not consistent with the context of the interaction and 
would be subject to choice. Do Not Traek is one way for users to express this choice. 

21 As noted above, first-party sharing with third parties is not consistent with the context 
of the interaction and would be subject to choice. 

- 10-
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practices." Following a Commission workshop, data brokers created the Individual References 

Services Group (IRSG), a self-regulatory organization for certain data brokers?' Although 

industry ultimately terminated this organization, a series of public breaches including one 

involving Choice Point -led to renewed scrutiny of the practices of data brokers.24 There have 

nonetheless been no meaningful broad-based efforts to implemcnt self-regulation in this area in 

rccent years. 

To improve the transparency of the practices of data brokers, the Final Report proposes 

that data brokers, like all companies, provide consumers with reasonable access to the data they 

maintain. Because most data brokers arc invisible to consumers, however, the Commission 

makes two additional recommendations as to these entities. 

First, since 2009, the Commission has supported legislation giving access rights to 

consumers for information held by data brokers." During the III th Congress, the House 

22 See, e.g., Prepared Statement of the FTC, Identity Theft: Recent Developments 
Involving the Security of Sensitive Consumer Information: Hearing Before the Senate Comm. on 
Banking, Housing, and Urban AfIairs, 109th Congo (Mar. 10, 2005), available at 
hltp://www.ftc.gov/os/(estimonyl05031 Oidlheft.pdf; see also FTC Workshop, The Information 
Marketplace: Merging & Exchanging Consumer Data (Mar. 13,2001), available at 
http://www.fte.gov/bcp/workshopslinfomktplacelindcx.shtml; FTC Workshop, Information 
Flows: The Costs and Benefits to Consumers and Businesses of the Collection and Use of 
Consumer Information (June 18,2003), available 01 

http://www.ftc.gov/bcp/worksbops/infoflows/030618agenda.shtm. 

2J See FTC, Individual Reference Services, A Report to Congress (1997), available at 
http;//www.ftc.gov/bcp/privaey/wkshp97/irsdocl.hlm. 

24 See Prepared Statement of the FTC, Protecting Consumers' Data: Policy Issues 
Raised by ChoicePoint: Hearing before H. Comm. on Energy & Commerce, Subcomm. on 
Commerce, Trade, and Consumer Protection, Comm. on Energy & Commerce, 109th Congo 
(Mar. 15,2005), available at http://www.ftc.gov/os/2005/03/050315prolectingconsumerdata.pdf. 

25 See, e.g., Prepared Statement of the FTC, Legis/ative Hearing on H.R. 2221, the Data 
Accountability and Protection Act, and H.R. 1319, the Informed P2P User Act: Hearing Before 

- 11 -
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approved a bill that included provisions to establish a procedure for consumers to access 

information held by data brokers." The Commission continues to support legislation in this area 

to improve transparency of the industry's practices.27 

Second, the Commission recommends that the data broker industry explore the idea of 

creating a centralized website where data brokers could identify themselves to consumers and 

describe how they coHect consumer data and disclose the types of companies to which they seH 

the information. AdditionaHy, data brokers could use the website to explain the access rights 

and other choices they offer consumers, and could offer links to their own sites where consumers 

could exercise such options. This website would improve transparency and enhance consumer 

control over the data practices of companies that maintain and share data about them for 

marketing purposes. It could also provide consumer-facing entities such as retailers a means for 

ensuring that the information brokers from which they purchase consumer information have 

instituted appropriate transparency and control mechanisms. hldccd, the consumer-facing 

the H. Comm. on Energy and Commerce, Subcomm. on Commerce, Trade, and Consumer 
Protection, Illth Congo (May 5, 2009), available at 
11 1 tp:/ Iwww.ftc. gOV 1 os/2009 1 0 5 IP064 5 04peertopecrtesti m on y. pdf. 

26 Data Accountability and Trust Act, H.R. 2221, Illth Congress (as passed by House, 
Dec. 8, 2009). 

27 See, e.g., Prepared Statement of the FTC, Data Security: Hearing Before the H. 
Comm. on Energy and Commerce, Subcomm. 011 Commerce, Mamifacturing, and Trade, 112th 
Congo (May 4, 20 II), available at 
http://www.ftc.gov/opa/2011/0S/pdf/ 11 OS04dalasccurityhouse.pdf; Prepared Statement of the 
FTC, Data Security: Hearing Before the H. Comm. on Energy and Commerce, Subcomm. on 
Commerce, Manufacturing, and Trade, 112th Cong.(June 15,2011), available at 
http://www.ftc.gov/os/tcstimol1vI11 061 Sdatasecurityhousc.pdf; Prepared Statement of the FTC, 
Protecting Consumers in the Modern World: Hearing Before the S. Comm. on Commerce, 
Science, and Transportation, 112th Congo (June 29, 2011), available at 
http://www . ftc. gov / os/tcstimonyl 11 062 9pri vacytestimonybrill.pdf. 
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entities could provide consumers with a link to the centralized website, aftcr having made sure 

that the data brokers from which they buy data participate in such a system. The Commission 

staff intends to discuss with relevant companics how this mechanism could be developed and 

implemented voluntarily, to increase the transparcncy and give consumers tools to opt out.28 

Ill. Other Policy Initiatives 

In addition to conducting policy reviews, such as through thc Final Report, the 

Commission has conducted public workshops and issued reports to examine the implications of 

new teehnologics and business practices on consumer privacy. Four examples arc of note. 

First, in February 2012, the Commission released a staff report on mobile applications 

Capps") for ehildren.29 The report found that in virtually all cases, neither app stores nor app 

developers provide disclosures that tell parents what data apps collect from children, how apps 

share it, and with whom. The report recommends that all members of the children's app 

ecosystem - the stores, developers and third parties providing services - should play an active 

role in providing key information to parents.3D The report also encourages app developers to 

provide information about data practices simply and succinctly. The Commission has already 

28 The current website of the Direct Marketing Association (DMA) offers an instructive 
model for such a mechanism. The DMA - which consists of data brokers, retailers, and others -
currently offcrs a service through which consumers can opt out of receiving marketing 
solicitations via particular channels, such as direct mail, from DMA member companies. See 
DMAChoice, htlp:!/www.dmachoice.org/dma/memberihome.action. 

29 FTC Staff Report, Mobile Appsfor Kids: Current Privacy Disclosures are 
Disqp£ointing (Feb. 2012), available at http://www.ftc.gov/opaJ2012/02/mobiicapps kids.shtm 

30 News reports indicate that some companies, like App\c, are already working to limit 
certain types of data collection via apps. See, e.g., Kim-Mai Cutler, Amid Privacy Concerns, 
Apple Has Started Rejecting Apps That Access UDID, TECHCRUNCH (Mar. 24, 2012), 
http://tcchcrunch.com/2012/03/24/applc-udids/. 
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reached out to work with industry to provide parents with the information they need. 

To discuss how members of the mobile and online ecosystems can best disclose their 

data collection and sharing practices to consumers, the Commission plans to host a public 

workshop in May 2012.31 The workshop will address the technological advancements and 

marketing developments that have emerged since the FTC first issued its online advertising 

disclosure guidelines known as "Dot Com Disclosures."32 The workshop will examine whether 

and how to revise the Dot Com Disclosures in the current online and mobile advertising 

environment and will include a specific panel on mobile privacy disclosures. 

Second, the FTC hosted a workshop in December 2011 that explored facial recognition 

tcchnology and the privacy and security implications raised by its increasing use.33 Facial 

detection and recognition technology has been adopted in a variety of new contexts, ranging 

from online social networks to digital signs and mobile apps. The FTC workshop gathered key 

stakeholders to focus on the current and future commercial applications of these technologies, 

discuss an array of current and future uses and benefits, and explore potential privacy and 

security concerns. Since then, Commission staff sought comments on the issues raised during 

the workshop and will issue a report in the coming months. 

Third, as discussed in the Final Report, the FTC intends to examine the practices oflarge 

platforms such as Internet browser companies, mobile operating system providers, Internet 

31 FTC Workshop, Dot Com Disclosures (May 30, 2012), available at 
http://www.ftc.gov/opa/20J 2/02/dotcom.shtm. 

32 FTC, Dot Com Disclosures (2000), available at 
hllp:llwww.ftc.gov/os/200010SI000Sdotcomstaffreport.pdf 

33 FTC Workshop, Face Facts: A Forum on Facial Recognition Technology (Dec. 8, 
2011), available at http://www.ftc.gov/bcp/workshops/faccfaets/. 
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Service Providers, and large social media platforms that can collect data from numerous sources 

to build extensive profiles about consumers. Commission staff will host a workshop in the 

second half of 20 12 to examine questions about the scope of such data collection practices, the 

potential uses of the collected data, and related issues. 

Finally, the Commission is undertaking a comprehensive review of the COPPA Rule in 

light of rapidly evolving technology and changes in the way children use and access the 

Internet.34 In September 2011, the Commission proposed modifications to the Rule intended to 

update the Rule to meet changes in technology, assist operators in their compliance obligations, 

strengthen protections over children's data, and provide greater oversight of COPPA safe harbor 

programs." For example, the Commission proposed adding geolocation information and 

cookies used for behavioral advertising to the definition of "personal information," which would 

have the effect of requiring parental consent for collection. In addition, the Commission 

proposed adding a new provision addressing data retention and deletion. The Commission 

received over 350 comments on its proposed amendments to the COPPA Rule, which arc being 

reviewed by FTC staff. 

IV. Enforcement 

In addition to its engagement on the policy front, enforcement remains a top priority for 

the agency. In the last IS years, the Commission has brought 36 data security cases; almost 80 

34 See Request for Public Comment on the Federal Trade Commission's Implementation 
of the Children's Online Privacy Protection Rule, 75 Fed. Reg. 17,089 (Apr. 5, 2010), available 
at http://www.ftc.gov/os/fedreg/201 O/apri liP 1 04503eoppa-rulc.pdf. 

35 The Commission's Notice of Proposed Rulemaking can be found at 76 Fed. Reg. 
59,804 (Sept. 15, 20 11), available at 
http://www.gpo.gov/fdsys/pkg/FR-20 11-09-27/pdf/20 11-24314.pdf 
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cases against companies for improperly calling consumers on the Do Not Call registry;J6 86 

cases against companies for violating the Fair Credit Reporting Act ("FCRA");" 97 spam cases; 

15 spyware or nuisance adware cascs; 18 COPPA cases; and numcrous cases against companies 

for violating thc FTC Act by making deceptive claims about the privacy and security protections 

they afford to consumer data. Where the FTC has authority to seek civil penalties, it has 

aggressively done so. It has obtaincd $60 million in civil penalties in Do Not Call cases; $21 

million in civil pcnalties undcr the FCRA; $5.7 million under the CAN-SPAM Act;38 and $6.6 

million under COPPA. Wherc thc Commission does not havc authority to seek civil pcnaltics, as 

in the data sccurity and spyware areas, it has sought such authority from Congress. 

Two recent privacy cases - against Internet giants Google and Facebook - will benefit 

more than one billion consumers worldwide. Thc Commission chargcd Google with deceiving 

consumers by taking prcviously private information - the frcqucnt contacts of Gmail users and 

making it public in order to gcneratc and populate a new social nctwork, Google Buzz." This, 

thc Commission allcged, was done without the uscrs' consent and in contravcntion of Go ogle's 

privacy policy. Significantly, as part ofthc Commission's decision and conscnt order, Googlc 

must protect thc privacy of consumcrs who usc Gmail and Google's many othcr products and 

services. Under thc order, if Google changcs a product or scrvice in a way that makes consumer 

information more widely availablc to third parties, it must scek affirmative express consent to 

3616C.F.R.Part310. 

37 15 U.S.C. §§ 1681e-i. 

38 15 U.S.C. §§ 7701-7713. 

39 Google, Inc., Dockct No. C-4336 (Oct. 13,2011) (final decision and consent order), 
available at http://www.tkgov/opa/20111l0/buzz.shtm. 
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such a change. This provision applies to any data collected from or about consumers. In 

addition, the order requires Google to implement a comprehensive privacy program and obtain 

independent privacy audits every other year for the next 20 years. 

The FTC's casc against Facebook alleged a number of deceptive and unfair practices.40 

Thesc includc the 2009 changes made by Faeebook so that information users had designated 

privatc - such as their "Fricnds List" or pages that they had "liked" - became public. The 

complaint also charged that Faccbook made inaccurate and misleading disclosures relating to 

how much information about users' apps operating on the site can access. For example, 

Facebook told users that the apps on its sitc would only have access to the information those 

apps "needed to operate." The complaint allcges that in fact, the apps could view nearly all of 

the users' information, regardless of whether that information was "needed" for the app's 

functionality. The Commission further alleged that Faeebook made promises that it failed to 

kccp: It told uscrs it would not share information with advertiscrs, and thcn it did; and it agreed 

to take down photos and videos of users who had dcletcd their accounts, and then it did not. 

Similar to thc Google Buzz order, thc Commission's consent ordcr against Facebook prohibits 

thc company from decciving consumers with regard to privacy; rcquircs it to obtain uscrs' 

affirmative express consent before sharing thcir information in a way that exceeds their privacy 

scttings; and rcquircs it to implement a comprchensivc privacy program and obtain outside 

audits. In addition, Faccbook must cnsure that it will stop providing access to a uscr's 

information aftcr shc dclctes her account. 

Further, the Commission continues to be activc on the data security and children's 

40 Facebook.lnc., Matter No, 0923184 (Nov. 29, 2011) (proposed consent agrecmcnt), 
available at http://www.ftc.gov/opa/2011111/privacyscttlcment.shtm. 
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privacy front. Just this week, it announced a settlement with RockYou, a company that allowed 

consumers to upload and store photos and slideshows.'1 Consumers who registered with 

RockYou were required to provide their email addresses and the password to their email 

accounts. Despite its claims to have rcasonable security, RockYou allegedly failed to use 

rcasonable and appropriate security measures to protect consumers' private data, resulting in 

hackers gaining access to 32 million email addresses and RockYou passwords. In addition, the 

Commission charges that RockYou collected pcrsonal information from approximately 179,000 

children it knew to be under 13 without providing notice or gaining parental consent, as required 

by COPPA and in spite of claims to the contrary. Under the Commission's settlement, RockYou 

must implement a data sceurity program and undcrgo audits every other year for the next 20 

years and pay a $250,000 civil penalty. 

V. Education 

The FTC conducts outreach to businesses and consumers in the area of consumer 

privacy. The Commission's well-known OnGuard Online website educates consumers about 

many online threats to consumer privacy and security, including spam, spyware, phishing, peer-

to-peer ("P2P") file sharing, and socialnctworking42 Furthermore, the FTC provides consumer 

education to help consumers bettcr understand the privacy and security implications of new 

technologies. For examplc, last year the Commission issued a guide that provides consumers 

with information about mobile apps, including what apps are, the types of data they can collect 

41 See United States v. RockYou, Inc., No. CV 12 1487 (N.D. Cal. filed Mar. 26,2012) 
( consent decree). 

42 See www.onguardonline.gov. Since its launch in 2005, OnGuard Online and its 
Spanish-language counterpart Alerta en Linea have attracted more than 25 million visits. 
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and sharc, and why some apps collcct geolocation infonnation.43 

The Commission has also issued numerous education materials to help consumers protect 

themselves from identity theft and to deal with its consequences when it does occur. The FTC 

has distributed over 3.8 million copies of a victim recovery guide, Take Charge: Fighting Back 

Against Identity Theji, and has recorded over 3.5 million visits to the Web version.'4 In addition, 

the FTC has developed education resources specifically for children, parents, and teachers to 

help children stay safe online. In response to the Broadband Data Improvement Act of2008, the 

FTC produced the brochure Net Cetera: Chatting with Kids About Being Online to give adults 

practical tips to help children navigate the online world:' In less than one year, the Commission 

distributed more than 7 million copies of Net Cetera to schools and communities nationwide. 

Business education is also an important priority for the FTC. The Commission seeks to 

cducate businesses by publicizing its complaints and orders and issuing public closing and 

warning letters. For example, the Commission recently sent letters to the marketers of six 

mobile apps that provide background screening services. 46 The letters state that some of the apps 

included criminal record histories, which bear on an individual's character and general 

reputation and arc precisely the type of infonnation that is typically used in employment and 

43 See Prcss Release, FTC, Facts from the FTC: What You Should Know About Mobile 
Apps (June 28, 2011), available at http://www.ftc.gov/opa/2011l06/mobilcapps.shtm. 

44 See Take Charge: Fighting Back Against Identity Theft, available at 
http://www . ftc. gOY Ibcpl edu/pu bsl consumcr/id thcft/idt04. sh tm. 

45 See Press Release, FTC, On GuardOnlille.gov Off to a Fast Start with Online Child 
Safety Campaign (Mar. 31, 2(10), available at www.ftc.goy/opa/2010/03/netcelera.shtm. 

'6 Press Release, FTC, FTC Warns Marketers that Mobile Apps May Violate Fair Credit 
Reporting Act (Feb. 7,2(12), available at http://www.tkgoY/opal2012/02/mobilcapps.shtm. 
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tcnant screening. The FTC warned the apps marketers thaI, if they have reason to believe the 

background reports they provide are being used for employment screcning, housing, credit, or 

othcr similar purposes, they must comply with the FCRA. The Commission made no 

determination as to whether the companies are violating the FCRA, but encouraged them to 

rcview their apps and their policies and procedures to ensure they comply with the Act. 

Another way in which the Commission seeks to educate busincsses is by developing and 

distributing free guidance. For example, the Commission dcveloped a widely-distributcd guide 

to help small and mcdium-sized busincsses implement appropriatc data sccurity for the personal 

information they collect and maintain:' Thc Commission also creates business cducational 

materials on specific topics - such as thc privacy and security risks associated with P2P file-

sharing programs and companies' obligations to protect consumcr and employee information 

from thesc risks48 and how to propcrly secure and dispose of information on digital copiers:' 

Thcse publications, as well as othcr busincss education materials, are available through the 

FTC's Business Center website, which avcrages one million unique visitors each month. 5O The 

Commission also hosts a Busincss Centcr blog,5J which frequently features consumer privacy 

and data sccurity topics; presently, approximately 3,500 attorneys and business executives 

" See Protecting Personal In/ormation: A Guide For Business, available at 
www.t1c.gov/infosccurity. 

48 See Peer-to-Peer File Sharing: A Guide/or Business, available at 
h Itp:1 Iwww. ftc. go v Ibcpl cdul pu bs/bus i ncs s/i dthcft/bus46. shtm. 

49 See htlp:llbusincss.ftc.gov/docLlments/bus43-copicr-data-sccurity. 

50 See generally http://busincss.ftc.gov/. The Privacy and Data Security portal is the 
most popular destination for visitors to the Business Center. 

51 See generally http://busincss.ftc.gov/blog. 
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subscribe to these email blog updates. 

VI. Conclusion 

Thcsc policy, enforcement, and education efforts demonstratc the Commission's 

commitment to protecting consumers' privacy and security - both online and offline. As noted 

above, thc Commission encourages Congress to develop general privacy legislation and to adopt 

targeted legislation addressing data brokers. We appreciate the leadership ofthis Committee on 

these issues and look forward to continuing to work with Congress, the Administration, industry 

and other critical stakeholders on these issues in the futurc. 
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Mrs. BONO MACK. Thank you very much for your testimony, gen-
tlemen. 

I would like to begin with recognizing myself for 5 minutes for 
questions, and I will start with you, Mr. Strickling. Who will be the 
final arbiter in the stakeholder process? And will the NTIA merely 
chair the discussions, or will it have a more substantial role? 

Mr. STRICKLING. Our role is to facilitate the discussions and to 
serve as a convener. The outcome will be determined entirely by 
the participants in the process. It will be up to them to decide if 
and when they have reached consensus around a code to complete 
their work. We will not substitute our judgment for what they are 
doing. Other role will simply be to keep the parties talking and 
help guide them through the process to reaching a conclusion that 
they themselves will reach. 

Mrs. BONO MACK. Do you have an idea how long this multi- 
stakeholder process should take or is going to take? 

Mr. STRICKLING. Well, it is an ongoing process. We don’t see this 
as just one set of discussions to create one code. In fact, starting 
out, we intentionally are going to try to choose a fairly discrete 
topic, perhaps one of our seven principles and perhaps one slice of 
industry, not because we are singling out any industry, but because 
we feel starting this process, we need to start with a discrete topic 
and a limited number of participants as we work through the proc-
ess of having folks work together and reaching consensus. So we 
envision the potential that multiple codes will be created out of the 
process. It largely will be driven by the interests of industry re-
sponding to these concerns as they arise. 

We will have the facility in place to help facilitate and convene 
these discussions, but we won’t be dictating the number of codes 
or how frequently people meet or the rest of it. That is really up 
to the participants. 

Mrs. BONO MACK. The blueprint recognizes that targeted ads are 
generally more valuable and the revenue derived therefrom sup-
ports an array of services and content as well as funds research 
and innovation. However, the blueprint calls on companies to, 
quote, provide consumers with meaningful opportunities to prevent 
disclosures to third parties. How do you foresee the balance be-
tween funding free services and the ability to innovate if con-
sumers can prevent disclosure of information and thereby cutting 
off the critical stream of revenue? 

Mr. STRICKLING. Well, let me go back to what I said before; I am 
not the regulator, and I am not the party that is going to make 
these judgments. What we want to do is run a process that will 
allow all interested stakeholders to carry out the discussions 
around questions just like the one you have just asked and try to 
reach a consensus view as to how best to approach it. 

Again, to the extent that we at NTIA dictate what that outcome 
should be, that would put us in the role of tipping the balance that 
we are trying to achieve here as we allow industry and consumer 
groups to work on these issues together. 

Mrs. BONO MACK. Thank you. 
Mr. Leibowitz, what role did the commission play in the develop-

ment of the administration’s blueprint? Did you make any of the 
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recommendations that are included in the commission’s report? 
And if so, why and why not? 

Mr. LEIBOWITZ. I couldn’t quite hear the last part of the question. 
Do we support the recommendations? 

Mrs. BONO MACK. Did you make any of the recommendations? 
How involved in the process of formulating the blueprint were you? 

Mr. LEIBOWITZ. So, working on your questions, from the last to 
first, we were involved in consulting with the Department of Com-
merce. We are very supportive of their approach. We will be in-
volved, I believe, as sort of one of the ex officio stakeholders. And 
should codes of conduct be embraced by industry or accepted by in-
dustry, we will use the FTC act as a backstop for enforcing them. 
But, again, these codes of conduct are voluntary. And we are look-
ing to forward to working with the Commerce Department. 

Mrs. BONO MACK. Everybody is concerned about the unintended 
consequences. This question sort of falls on that. Are you concerned 
that some benefits of large anonymous data sets may be lost if 
many people sign up for Do Not Track? For example, predictions 
of flu patterns and epidemics by sharpened by recording informa-
tion about searches relating to flu or other infectious diseases. If 
lots of people opt for no tracking, could these benefits be lost or at 
least undercut? 

Mr. LEIBOWITZ. You know, I don’t think so, Madam Chairman. 
You know, one of the great things about this Do Not Track initia-

tive is that the most supportive entities of it have been the busi-
ness community. I think companies, you know, want more—I think 
the best companies and I think 90 percent of all companies in-
volved in behavioral advertising or 90 percent of the advertising 
are supportive of the Digital Advertising Alliance, which is the 
business community’s attempt to come up with a Do Not Track ini-
tiative. They have made great strides, and I don’t believe that 
there will be any sort of informational harms to consumers. You 
will still be able to advertise to consumers, but consumers will have 
the right to opt out. Again, we think that is a deeply conservative 
right. It is a right to say no to people putting things in your com-
puter. 

Mrs. BONO MACK. Thank you. 
My time has expired. 
I recognize Mr. Butterfield for 5 minutes. 
Mr. BUTTERFIELD. Thank you, Madam Chairman. 
Before getting started, I am just told by my staff that Congress-

man Sarbanes from Maryland has been re-appointed to the com-
mittee. 

Is that right, John? 
Welcome back, thank you. Very much we look forward to your 

work. 
All right. In its privacy report, the administration advances the 

framework that ideally includes the development and implementa-
tion of industry codes of conduct in parallel with Congress passing 
baseline privacy legislation. To the extent that the FTC intends to 
participate in the development of these codes of conduct and has 
also endorsed the idea of Congress passing baseline legislation, it 
also seems to endorse the idea that these things should happen in 
parallel or concurrently. 
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However, some are already arguing that these two pieces should 
be delinked from each other. That is the development and imple-
mentation of codes of conduct should completely play out before 
Congress takes any action on baseline privacy legislation. For ex-
ample, one of today’s witnesses argues, ‘‘If Congress is ever to 
grant the FTC new authority in this area, it should at least wait 
to learn from the self-regulatory process. Congress should assess 
the failure or success of the overall self regulatory scheme.’’ 

Let me ask both of you, I assume that you both disagree with 
the view that one should come after the other; instead, you agree 
that Congress should act sooner rather than later on comprehen-
sive baseline privacy legislation. Can you please discuss why, ideal-
ly, development of codes of conduct should be accompanied by pas-
sage of a privacy law? 

Mr. STRICKLING. So we absolutely support the passage of legisla-
tion to codify the baseline, the principles. Again, we don’t envision 
this as being a complicated piece of legislation. We have given 
our—as we thought about it, we think 10- to 15-page bill ought to 
be adequate to capture what it is we are looking to do. 

We do think and intend to proceed to work with industry and 
civil society on these voluntary codes of conduct, even as the legis-
lative process continues. But clearly, I think industry would find 
greater certainty in the overall regime if legislation were passed as 
part of this process. But we will work with industry; we will work 
with civil society to develop these codes as we move forward. 

Mr. LEIBOWITZ. I would say, too, you have to hit the sweet spot 
with legislation. And we are very supportive of what the Commerce 
Department is trying to accomplish. But what you get, I think, 
with legislation is greater certainty for businesses, and you tend to 
avoid the uneven playing field in which the best companies are 
willing to give very good privacy practices, but they feel like they 
are at a competitive disadvantage. So the answer is, yes, we are 
very supportive of moving forward on legislation. 

Mr. BUTTERFIELD. Thank you. 
Earlier this year, Google announced that it was consolidating 

most of its privacy policies for its various services into one plain 
English privacy policy. Google also made clear that it had long 
been sharing information across its services and had disclosed this 
and that it was now expanding the practice to include platform- 
wide cross-sharing of information obtain through its search and 
video services. Regardless of what Google did was right or wrong 
and regardless of how it told the public, there are some, including 
myself, who believe that the way in which Google openly and re-
peatedly told its customers its plan was the right way to do it. 

For me, the key take away here seems to have been missed; that 
is that Google and any other company like it is mostly bound only 
by its own public promises to its customers. There is no baseline 
legal standard for what these companies can and cannot do. In this 
country, consumers’ privacy rights are for the most part limited to 
what any one company chooses to grant its customers. 

Chairman and Administrator, both the FTC and the administra-
tion are now calling for baseline legislation. Can you please speak 
to this in the 45 seconds we have? 
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Mr. LEIBOWITZ. Very quickly we are supportive of baseline legis-
lation. It can clarify rules of the road going forward. We can bring 
actions ex post, after the fact, as we did against Google for what 
we believe to be a breach of its privacy promise to keep information 
private. They then made it public as part of their first attempt to 
start up a social network; that was Google Buzz. But yes, I think 
there are advantages to having clear rules of the road in advance. 
We can’t mandate privacy policies, for example. 

Mr. BUTTERFIELD. Thank you. 
I yield back. 
Mrs. BONO MACK. Thank you, Mr. Butterfield. 
The chair recognizes Ms. Blackburn for 5 minutes. 
Mrs. BLACKBURN. Thank you, Madam Chairman. 
First, I would like to enter a statement from a Consumer Elec-

tronics Association for the record. 
[The information follows:] 
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Before the 
Subcommittee on Commerce, Manufacturing and Trade 

Committee on Energy & Commerce 
U.S. House of Representatives 

Hearing on "Balancing Privacy and Innovation: Does the President's Proposal Tip the Scale?" 

Statement of the 
Consumer Electronics Association (CEA) 

March 29, 2011 

Subcommittee Chairwoman Bono Mack, Vice Chair Blackburn, Ranking Member 

Buttcrfield and Members of the Subcommittee, on behalf of the Consumer Electronics 

Association (CEA), thank you for the opportunity to submit written testimony for today's 

hearing on the Administration's recently released white paper, "Consumer Data Privacy in a 

Networked World: A Framework for Protecting Privacy and Promoting Innovation in the Global 

Digital Economy" ("Privacy Framework"). 

CEA is the preeminent trade association representing American innovators and 

entrepreneurs, both large and small, who are consumer technology companies. CEA's over 

2,000 corporate members include manufacturers, internet providers and retailers. Our members 

design, produce and sell products and provide services that enable millions upon millions of 

consumers every day to access the often-times free wonders of the Internet. 

CEA members believe that any policy proposals concerning privacy and electronic data 

collection should be based on a set of core principles as follows: 

The primary goal of any legislation or regulation concerning online privacy issues should 
be to enhance individuals' continued use of and trust in technology and technology 
products; 

Privacy legislation and regulations must be technology-neutral; that is, no one particular 
solution should be mandated nor should technology products be burdened with providing 
the sole resolution; 
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The definition of harm resulting from the use of consumer data collected electronically 
should be agreed to, including its standard of proof, before any overarching privacy 
legislation and/or regulations are adopted; 

International agreements, such as the US-EU Safe Harbor framework, must be 
maintained so that U.S. companies have a streamlined means to comply with the EO's 
"adequacy" standard for privacy protection; 

Innovations in technology and resulting consumer benefits made possible through 
electronic data collection should be protected and promoted. Efforts should be made to 
increase consumer knowledge about existing privacy protections, as well as the benefits 
to consumers made possible through electronic data collection; and 

Self-regulatory approaches to privacy protection should be encouraged and embraced. 

CEA agrees with the Adminstration's acknowledgment of the need to maintain 

consumers' trust in the technologies that drive the digital economy. But we note that the Privacy 

Framework is based upon the idea that consumer online trust or confidence is somehow lacking 

and that increased government protections, through perplexing state-enforced self-regulation and 

overarching and vague legislation, are critical to sustaining and augmenting this trust. Such a 

conclusion is contrary to evidence of ever-increasing Internet use by the America public. Every 

day, more consumers are operating CEA member companies' products and services to freely 

engage, share and make purchases online. Economic data about the booming digital economy 

clearly supports this finding. 

CEA consistently calls for targeted government action if and when the data clearly 

indicates need for a public policy solution. We support established privacy laws and regulations 

in the identity theft, health care and child safety areas because of the evident harm to consumers 

if their information is misused or without their consent. But we find the evidence lacking 

regarding the alleged harm to consumers that the Administration now seeks to mitigate. Much 

text in the Privacy Framework is devoted to a description of the methods, be it through the multi

stakeholder process or proposed legislation, but a discussion of the assumed problem to be 

addressed is notably absent. 

Before any solution is adopted, we must collectively first come to a definitive, clear and 

data-based conclusion and consensus about what issue, if any, we seek to solve. CEA takes the 

2 
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position, as noted in our fifth privacy principle, that data collected electronically provides 

enormous consumer benefits and services. As such, we believe that any discussion of the 

supposed harm must also be measured alongside the advantages afforded by the rich and often

times free innovations available online. 

CEA member companies deeply understand that respect for consumer privacy is an 

important and necessary business practice. Our member companies are committed to being 

responsible data custodians. They have and continue to develop, implement and enforce robust 

industry self-regulation and apply best business practices in a variety of areas related to 

consumer privacy. As CEA remarks in its final privacy principle, such self-regulatory 

approaches should be encouraged and embraced. We also must allow such approaches to be 

developed and implemented by companies that know their markets and their customers best. 

CEA is heartened that the Privacy Framework specifically recommends that Congress 

avoid "prescribing technology-specific means of complying with the law's obligations," and it is 

our hope that the multi-stakeholder process embraces this charge as well. CEA also welcomes 

the framework's call for engaging with its international partners to increase interoperability 

across borders, which is also consistent with our principles. 

CEA, on behalf of its over 2,000 member companies, appreciates the thoughtful and 

deliberate process that this subcommittee has taken over the course of the 112'h Congress 

concerning the issue of privacy and electronic data collection. We stand ready to serve Congress 

and [he Administration as a participant and resource on these important topics. 

Thank you. 
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Mrs. BONO MACK. Without objection. 
Mrs. BLACKBURN. Thank you. 
Mr. Leibowitz, I want to talk with you about Commissioner 

Rosch’s dissent from the FTC report. I am going to quote from that. 
He said, privacy may be used as a weapon by firms having monop-
oly or near monopoly power, and also large enterprises in highly 
concentrated industries may be tempted to raise the privacy bar so 
high that it will disadvantage rivals. 

So my question to you is, are you concerned about the bigger 
players in this space using privacy to try to wedge out their com-
petition? 

Mr. LEIBOWITZ. Well, I have great respect for Commissioner 
Rosch. He agreed with some of our recommendations; for example, 
the legislation involving data brokers. He didn’t agree with others. 
You know, on the antitrust side of what we do, we are always con-
cerned about the larger players squeezing out new invasion, but 
our experience with self regulation—and again, our report best 
practices for companies; it is not regulatory, it is not—it doesn’t im-
pose obligations. 

Mrs. BLACKBURN. Best practices, no rules, no force of law. 
Mr. LEIBOWITZ. No rules, no, force of law. That is exactly right. 

And our experience with the advertising industry CARU, which has 
a self-regulatory mechanism that actually ensures in a lot of causes 
don’t come to the FTC, has been that we haven’t had that problem. 
But of course, we will keep an eye on it. 

Mrs. BLACKBURN. All right. 
Mr. Strickling, any comment on the that? 
Mr. STRICKLING. Well, with respect to the—I am sorry, could you 

repeat the question? 
Mrs. BLACKBURN. That is OK. Let’s go ahead and move on be-

cause time is tight, and we are going to go have votes in a little 
bit. 

Also Mr. Rosch said in his report, if implemented as written, 
many of the report’s recommendations would instead apply to al-
most all firms and to most information collection practices. It 
would result—it would install Big Brother as the watchdog over 
these practices, not only in the online world but in the offline 
world. This is not only paternalistic, but it goes well beyond what 
Congress permitted the commission to do under Section 5(n). 

Now the reason this is of concern to me and as we discuss pri-
vacy, in Tennessee, we not only have a lot of your entertainment 
platforms; we also have health care informatics, defense 
informatics. So we have your financial service sector that is very 
involved there. And we have got a lot of innovators that are trying 
to wedge into this space. So how do you respond to that portion of 
his critique? 

Mr. LEIBOWITZ. I would say Commissioner Rosch is not only a 
brilliant litigator, but he has a very good turn of a phrase from 
time to time. But again, this is voluntary guidance; it is best prac-
tices for companies and really thoughts for lawmakers if you move 
forward with the privacy legislation. And so while I have great re-
spect for him, I disagree; I don’t think it is in any way going to un-
dermine innovation. If it did, we wouldn’t be releasing this report. 

Mrs. BLACKBURN. Thank you. 
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Let me ask you one more thing in the minute that is left. Your 
opening, you referred to Do Not Track as a conservative propo-
sition. 

Mr. LEIBOWITZ. I do. 
Mrs. BLACKBURN. I would take issue with you on that, and we 

will drink a cup of coffee and have a robust discussion one day. 
When you talk about Do Not Track, why don’t you ever talk about 
it in terms of the Federal Government not tracking, instead of just 
telling businesses how to operate? 

Mr. LEIBOWITZ. Because we don’t support a Federal Government- 
run Do Not Track option. We support the private sector voluntarily 
coming together as they have, under the Digital Advertising Alli-
ance, to come up with its own Do Not Track proposal and we 
think—they think it is the right thing to do I believe, you will 
have—— 

Mrs. BLACKBURN. In your opinion, then, how would the Do Not 
Track work? Would it be opt in for everything every time you log 
on to the computer? 

Mr. LEIBOWITZ. That is a good question. So it would be opt out, 
so it is very modest in that sense, and it would only apply to third- 
party tracking. So when you have a direct interface with a com-
pany, Amazon, Netflicks, whatever, then there is a bargain—con-
sumers understand they are going be tracked. When you go on a 
different—when you are on that site and someone else is trying to 
put a cookie in your computer, you would have the right to opt out. 
It is pretty modest, and our sense, based on some work that 
TRUSTe, which a privacy company based in San Francisco, has 
done is that the opt out numbers would actually be kind of small. 
But at least it is a choice and a right not to put property on your 
computer. And your computer is your property. So we will have 
that cup of coffee. 

Mrs. BLACKBURN. Sounds like a winner. 
I yield back. 
Mrs. BONO MACK. Thank you. 
The chair now recognizes Mr. Gonzalez for 5 minutes. 
Mr. GONZALEZ. Thank you very much, Madam Chair. 
Welcome to the witnesses. 
I guess I share some of the concerns of my colleagues but maybe 

not to the degree or the extent. I don’t see that this Congress or 
any previous Congress has ever been paralyzed by changing tech-
nology. We don’t worship at any particular altar of technology and 
sacrifice generally accepted principles that have been part of our 
law and which our citizens expect, and one is the right to privacy. 
We can adapt our laws as technologies changes. It seems we are 
just so fearful that somehow we can’t because this technology is dif-
ferent; it is moving quickly. 

Let me read to you something, this is way back December 12th, 
2010, New York Times, an article by Natasha Singer. And she is 
citing from a Harvard Law Review: Solitude and privacy have be-
come more essential to the individual, but modern enterprise and 
invention have, through invasions upon his privacy, subjected him 
to mental pain and distress. 

The privacy experts wrote this in the Harvard Law Review, and 
I will give you the date in a minute, going on citing the article: In 
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this, as in other branches of commerce, supply creates demand, 
they added. And that demand, they noted, ends up broadcasting 
our private matters in public spheres. 

Now the article was written by Samuel D. Warren and Louis D. 
Brandeis. It was in the Harvard Review in 1890, and it was refer-
ring to this viral technology of snapshot photography. 

We have been able to adapt, haven’t we? And we continue to do 
it. And the basis for it, and I want to see if you agree with this, 
it is the right to privacy. Do both of you agree? I have learned this 
from Mr. Dingell, but no one does it like Mr. Dingell. Just a yes 
or no. Do you agree that consumers have a protectable right as to 
who has access to their information and how it is used? 

Mr. STRICKLING. We are asking you to enact those principles 
in—— 

Mr. GONZALEZ. Yes or no. 
Mr. STRICKLING. Yes. 
Mr. LEIBOWITZ. Yes. 
Mr. GONZALEZ. And that that right is not contingent on any par-

ticular technology or the manner or the means in which it is 
accessed or which it is disseminated? 

Mr. STRICKLING. Correct. 
Mr. LEIBOWITZ. Correct. 
Mr. GONZALEZ. Do you also agree that that individual citizen has 

a right to opt out of having access to his or her information and 
the dissemination of that information? 

Mr. STRICKLING. Again, we are asking that that be a baseline, 
that it be enacted in the legislation we are recommending be 
passed to Congress. 

Mr. GONZALEZ. Mr. Chairman. 
Mr. LEIBOWITZ. Yes. And Justice Brandeis, as you know, was one 

of the architects of the Federal Trade Commission, along with 
President Wilson and President Roosevelt. And wrote about in 
Olmstead, the right to be let alone, which he called the most com-
prehensive of rights and the right most valued by civilized men in 
1928. 

Mr. GONZALEZ. I don’t think anybody on either side of the aisle 
really wants to change that basic principle, because you may not 
have an outcry at this point, but I assure you it will be developing 
if in fact we don’t adopt some sort of model out there for the behav-
ior of the more responsible players in this particular technological 
sphere. So that is my concern. And that is going to be the vol-
untary nature of what you guys are proposing. 

Now my understanding and my experience at this stage in my 
life has been that self regulation of any profession or business en-
terprise is contingent on basically mandatory enrollment, partner-
ship in that particular endeavor. So I can see that we are going 
have this code, so everybody that adopts it, then may be enforce-
able through the FTC, even though it is not law, as you are saying, 
but you are saying we have authority to enforce. But then you 
probably have most of responsible players, and what do you do 
about everyone else that is not going to adopt this voluntary code 
and will not be subjected to any kind of enforcement procedure? 

Mr. STRICKLING. Well, again, that is one of bases on which we 
are asking for legislation, because you are correct; the vast major-
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ity of people who want to do the right thing will participate in 
these processes and adopt appropriate privacy policies, but then 
you have the question about the folks that don’t do that. And our 
recommendation is pass the set of baseline principles, give the Fed-
eral Trade Commission the authority to enforce those against com-
panies that don’t adopt the codes of conduct so that you can deal 
with the very problem you are talking about. 

Mr. GONZALEZ. Mr. Chairman, that is what you say you are play-
ing out? 

Mr. LEIBOWITZ. I agree with Mr. Strickling. 
And I was talking yesterday to a very senior executive at a major 

technology company, and we were talking about the merits of Do 
Not Track. And he was saying to me, his company would like to 
do Do Not Collect, and that is where they want to be. In other 
words, which is what we say about Do Not Track; you shouldn’t be 
able to collect information. It shouldn’t just be do not advertise 
back to consumers, with a few exceptions for operational purposes 
and antifraud purposes. And he said one of the problems we have 
with this, John, is that we will be at a—we might be at a competi-
tive disadvantage. What we want is an even playing field so that 
the best privacy protections are across the board. That is the argu-
ment for legislation. 

Mr. GONZALEZ. Thank you. 
Thank you, Madam Chair. 
Mrs. BONO MACK. I thank the gentleman. 
And the chair recognizes Mr. Olson for 5 minutes. 
Mr. OLSON. I thank the chair and want to welcome the witnesses 

for coming here today. Thank you for your time and your expertise. 
And I apologize for all the bells and whistles that will happen pret-
ty soon here. We have some votes coming up on the floor. Just so 
you guys know where I am coming from on these issues as a gen-
eral position, I don’t have a closed mind about anything, but I don’t 
have an empty mind either. What I am very concerned about as a 
general rule, I am very skeptical about Federal Government inter-
action in a free market economy. I mean, we tend to have a one- 
size-fits-all mentality, and the private sector has an incentive that 
no government agency has; if they don’t do what their consumers 
want, protect their customer’s privacy, guess what, they are using 
some online service to get their resume up to date because they 
have lost their jobs. 

And I just want to talk about, the private sector has made many 
tremendous advancements, and I want, Mr. Strickling, your 
thoughts on a couple of questions here. Do you think that the self- 
regulatory effort on the part of industry in developing new privacy 
tools is showing true signs of progress? So are they moving the ball 
down the field, so to speak? I ask this because I am familiar with 
the Ad Choices icon, and I am sure you are familiar with that as 
well. It is a project tool that gives consumers choices about online 
behavioral advertising. It was developed both very quickly and suc-
cessfully—that the government can’t do—with wide adoption by the 
industry. Now, this morning, a major Internet company, Yahoo, has 
announced that they will be implementing a global support for a 
Do Not Track mechanism that will recognize and implement a 
user’s request to stop receiving Internet-based ads through a 
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browser-based signal. Say that 10 times quickly. It seems to me 
that these companies are on the right track, so I would like to hear 
your thoughts on that as well. 

Mr. STRICKLING. Well, there is no question but that the self-regu-
latory efforts up until now have led to a certain level of protection 
for consumers for those companies that have participated in that 
and have adopted those approaches. But this problem isn’t just a 
United States problem; it is a global issue. And our businesses 
want to do business in Europe; they want to do business in Asia. 
And what our overall framework helps enable is improved inter-
operability between what we have in this company versus the re-
gimes in these other parts of the world, so that our businesses will 
have an opportunity to continue to expand and grow outside of the 
confines of the United States. 

And there we see, particularly from Europe, they are looking to 
see how closely our regime fits with what they are doing. And 
there, for example, the—if Congress were able to enact these basic 
set of principles and legislation, that would very much help Amer-
ican businesses as they try to operate throughout Europe. It would 
help them in other parts of the world. 

So our overall regime certainly would continue what has worked 
well up to now in terms of the self regulation from business but 
would allow us to take what is working here and serve as a beacon 
for countries in other parts of the world that are still deciding what 
sort of privacy regime they want to enact, as well as being inter-
operable with parts of the world, like Europe, that have very pre-
cise and detailed views about how they want companies to behave 
in this sphere. 

Mr. OLSON. We are all concerned about opening up markets over-
seas to our companies. But again, we should do what is right for 
America. And if it is right for America, do what is right for Amer-
ica, and not worry about what Europe does, because again they are 
not a good business model, in my opinion, on many of these issues. 

Secretary Leibowitz, can you give your comments on those ques-
tions I asked? 

Mr. LEIBOWITZ. Yes. Although I don’t think I deserve a promotion 
to Secretary, but thank you. 

Mr. OLSON. It says ‘‘assistant secretary.’’ I just chopped off the 
‘‘assistant.’’ In the military—— 

Mr. LEIBOWITZ. You are very indulgent and—— 
Mr. OLSON [continuing]. You don’t call a rear admiral ‘‘Rear Ad-

miral,’’ you say, ‘‘Admiral,’’ so ‘‘Secretary.’’ 
Mr. LEIBOWITZ. Going back to the Ad Choices Network, which I 

think is a marvelous example of self regulation moving forward. 
They served I think 2 months ago, 900 billion ads with the Ad 
Choices icon. I think they are up to a trillion in the last month I 
am told. So that is a great example of the Do Not Track notion 
moving forward in a self-regulatory way. 

They have acknowledged that they have a little more work to do. 
They are going to be honoring what is known as the browser head-
er, and the browser companies like Microsoft, and Mozilla, and 
Apple have really been out front in their support for Do Not Track. 
And they hope to have that finished by the end of the year. And 
I think that would be a great thing for Americans and for con-
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sumers in terms of striking the right balance between innovation 
and privacy. 

Mr. OLSON. One quick yes-or-no question because I am running 
out of time. But the President’s privacy proposals calls for multi- 
stakeholder process to establish voluntary codes of conduct. If, at 
the end of this process, the companies choose not to adopt vol-
untary codes of conduct, what is your position? Do you have a plan 
B? 

Mr. STRICKLING. Well, in the absence of legislation, that is the 
end of it. If legislation is passed, we are asking that the FTC be 
given the authority to enforce the basic seven principles that we 
have laid out, but that would only come if and when legislation is 
passed. 

Mr. OLSON. Thank you. 
Yield back. 
Mrs. BONO MACK. I thank the gentleman. 
And I am happy to welcome to our subcommittee, Mr. Sarbanes. 
Welcome, we are happy to have you, and I recognize you for 5 

minutes. 
Mr. SARBANES. Thanks very much, Madam Chair, thank you all. 
Chairman Leibowitz, you were talking a minute ago about some-

one you were talking with who said they would love to get to do 
not collect. Can you explain that a little bit more to me? And tell 
me why they would want to get to that? 

Mr. LEIBOWITZ. Why we would like to see—— 
Mr. SARBANES. Why did that industry player say, I would like to 

get to do not collect? What is in his head? 
Mr. LEIBOWITZ. Well, what he is thinking is this, he wants to do 

the right thing for consumers, his company. He knows also that as 
a general matter, the more private—the more consumers—the 
more privacy consumers have, the happier they have, the more 
trust they have in the Internet, and the more commerce they do 
on the Internet. You take a really good company that wants to do 
the right thing, and sometimes they have to compete against com-
panies that don’t have such a high privacy baseline or that actually 
are sort of bottom feeders. I mean, that is what we do with our en-
forcement side of the our agency, right, is we go after companies 
that violate and try to rip off consumers, basically. So what he is 
thinking and I believe what many companies are thinking is the 
right thing to do is to give consumers the ability to opt out of track-
ing, that is Do Not Track. And what he wants to know is that if 
he does that or if his company does that, that he will be among the 
many. I think we are moving towards a Do Not Track option for 
consumers that is easy to use; it is effective, and it is persistent. 

Mr. SARBANES. Does the industry think that the public is actu-
ally not going to engage in as much sort of commerce or interaction 
online with their products and services if there isn’t a Do Not 
Track opportunity or ultimately say do not collect, or they will be 
just in a better mood? 

Mr. LEIBOWITZ. Well, I think study after study shows that con-
sumers are very concerned about privacy and that the more trust 
they have in the Internet and in cyberspace, the more commerce— 
I don’t have the surveys with me, but I will provide them to you 
after the hearing. 
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Mr. SARBANES. Anecdotally, we are all aware of that perspective. 
I think it is absolutely correct. 

And I gather, also, what you are saying is industry by and large 
supports codifying the kind of principles that have been articulated 
here in both reports, right? 

Mr. LEIBOWITZ. I can’t speak for the Commerce Department, but 
I think that is right. I think, on Do Not Track, we have a sort of 
somewhat motley coalition, but everyone is pulling together to get 
to an endpoint. Maybe let me strike the word ‘‘motley.’’ We have 
an interesting coalition. 

Mr. SARBANES. They are all sitting behind you. 
Mr. LEIBOWITZ. I know that. 
Mr. SARBANES. Which one is the mot and which one is the ly? 
Mr. LEIBOWITZ. I know and we have great respect for the people 

who are doing this. I think at the end of the day, by the end of 
year, I am optimistic that there will be no daylight, and we will 
have an effective Do Not Track option for consumers. And it will 
be done voluntarily by companies, which is very, very meaningful 
I think. 

Mr. SARBANES. You say here—you don’t say, but the standards 
that are articulated in the FTC’s report you talk about, instead of 
setting forth a list now of commonly accepted practices for which 
companies do not need to provide consumers with choice, the idea 
is to say that as long as collection and use practices are consistent 
with the context of the interaction, but of course, that judgment is 
going to get made by the industry. 

Mr. LEIBOWITZ. Sure. 
Mr. SARBANES. So talk about the slope there, does that get slip-

pery? And how do you sort of periodically go in and determine 
whether their idea of what the context of an interaction is, is the 
public’s idea of the context of an interaction? 

Mr. LEIBOWITZ. That is a great question. So the context of the 
interaction, you know, we put out our draft report in 2010. We got 
453 comments, many of them very, very good. Most of them from 
business. So we sort of refined our thinking here. And context of 
the transaction means this—and again, these are all best practices. 
They are not rules. They are not regulations. But companies 
shouldn’t have to give choice when the consumer understands that 
choice is necessary. So if you go to Amazon and order a book, and 
they are using someone to deliver that book other than Amazon or 
an online retailer, you expect that Amazon will give your informa-
tion, your address, your name to the company that is doing the ful-
fillment and doing the delivery. So, in those circumstances, you 
shouldn’t have to give consumers choice. 

In other circumstances, we think the better approach is choice. 
And what do we do if companies don’t engage in best practices? 
Well, if they don’t engage in best practices, they are not liable 
under the FTC act. They are liable under the FTC act which pro-
hibits unfair or deceptive acts or practices if they engage in unfair 
acts or practices. Again, these are, to some extent, aspirational for 
all companies; they are practices that the best companies engage 
in already. And then we go after the bad companies or the compa-
nies that sometimes are good companies but have engaged in un-
fair or deceptive practices by saying, you know, we are protecting 
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your privacy information but ultimately not doing that and making 
it somewhat public. 

Mr. SARBANES. Thank you. 
Mrs. BONO MACK. Thank you. And I would ask the witnesses to 

make sure you pull the microphones closer to your mouth. The peo-
ple in the back row are having a hard time hearing you. 

The chair now recognizes Mr. Kinzinger for 5 minutes. 
Mr. KINZINGER. Thank you, Madam Chair. 
Thank you, Secretary and Commissioner, for coming in to talk to 

us today. Very much appreciated. The committee has worked dili-
gently over the past year to promote better consumer protections 
for consumers. 

We want to maintain a marketplace of innovation and give con-
sumers the tools to protect their personal information. I will be the 
first to say that the government needs to put an end to needless 
regulations that do little to protect consumers or protect jobs, but 
I do have some serious concerns that without privacy protections, 
consumers could lose confidence in the online free market. And in 
fact, that could be very counterproductive. 

This committee has a very challenging task before it, how to pro-
vide regulation with the necessary flexibility to ensure government 
agencies don’t stifle growth. I appreciate both of your efforts in this 
space and hope that your work is moving in the right direction. 

Mr. Leibowitz, in your testimony you state that to the extent 
these best practices won’t serve as a template for law enforcement 
or regulations under current law. What portion of the best prac-
tices do you believe falls under the current law or Section 5 author-
ity of the FTC? 

Mr. LEIBOWITZ. I don’t think any. I would say best practices 
would never be in violation of the FTC Act. Even if you don’t reach 
those best practices, you may still not be in violation of the FTC 
Act. It prohibits unfair or deceptive acts or practices. So we wanted 
to make it very clear that this isn’t a regulatory document or an 
enforcement document. We go after companies when they engage 
in unfair or deceptive acts or practices, not when they don’t meet 
the goals of the report. 

Mr. KINZINGER. Understood. And do you believe the commission 
has the authority to enforce any privacy rules under Section 5? 

Mr. LEIBOWITZ. We do. I mean, we have the authority to go after 
companies that engage in unfair or deceptive acts or practices. We 
just announced a case today involving a company that is very well 
known called RockYou. And RockYou is a popular social media 
gaming company. They failed to have—we believe they failed—we 
allege they failed to have adequate security measures. It resulted 
in personal information of more than 32 million consumers being 
captured by hackers; fortunately, not Social Security numbers, and 
fortunately, not credit card numbers. And we investigated them, 
and we put them under order this week. 

Mr. KINZINGER. Excellent. This is for both of you, and you can 
keep it short because I know we have some things upcoming up 
here. Do you believe the lack of data security and notification legis-
lation is a significant threat to consumers? And is it more of a 
threat than not passing a privacy framework in your opinion, sir? 
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Mr. STRICKLING. Well, they are both important. And certainly the 
administration supports the passage of data breach legislation to 
provide a national standard for the entire country. 

Mr. LEIBOWITZ. I think they are both important, and data broker 
legislation—again, data broker—we support data security legisla-
tion. We worked with this committee on both sides of the aisle to 
try to make that go forward on data broker legislation. So data bro-
kers are sort of third parties that collect information, monetize it, 
sell it. So there is some value to the economy for it. But there is 
also no interaction with consumers. We think that there should be 
limits on their ability to do that, sort of commensurate with the 
kind of information they are collecting and the use to which they 
are putting it. And actually, when we released the report, one of 
the senior executives at Acxiom, which is the largest data broker, 
acknowledged that it is not—quoting her from the New York 
Times, ‘‘It is not an unreasonable request to have more trans-
parency among data brokers.’’ And in fact, that is one of the areas 
where we had unanimity on the commission. 

Mr. KINZINGER. Well, thank you. And again, thank you for your 
time. 

Madam Chair, thank you for recognizing me. And I will go ahead 
and yield back. 

Mrs. BONO MACK. All right. 
And the chair now recognizes Mr. Waxman for 5 minutes. 
Mr. WAXMAN. Thank you very much, Madam Chair. 
Chairman Leibowitz, in your report from the FTC, you once 

again call on Congress to pass legislation to give consumers access 
to information about them held by data brokers. The FTC also calls 
on data brokers to create a Web site where they can identify them-
selves to consumers, tell consumers about their collection and use 
practices, and tell consumers about any rights and choices regard-
ing information about them kept by data brokers. I appreciate the 
FTC has used its report to once again bring attention to offline 
data collection. Much of the discussion around privacy has focused 
on online data collection, pushing further into the dark a piece of 
the tracking industry that consumers know little to nothing about. 

Yet I understand these two pieces, online and offline data collec-
tion, are beginning to converge so that the information from both 
sources gets mixed up into one super profile about a consumer. The 
FTC report also highlights something else interesting in connection 
with this. The report points out that following some scrutiny in the 
1990s, some data brokers created a self-regulatory organization, 
but that group was subsequently terminated. 

Then, in 2005, it was revealed that ChoicePoint, a large data 
broker, experienced a data breach, and these firms were once again 
in the spotlight. But as the report points out, there have been no 
meaningful broad-based efforts to implement self-regulation in this 
area in recent years. 

Chairman Leibowitz, I would like you to address two things. 
First, what lessons can we draw from the failed efforts at self-regu-
lation by data brokers? And second, can you please discuss why it 
is important that we pay attention to offline data collection and 
move legislation to grant consumers access rights to this informa-
tion? 
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Mr. LEIBOWITZ. Well, let me take the second question first. 
As you point out, there is a massive sort of collection of informa-

tion by these companies. And they provide value. I don’t want to 
say that the companies are inherently bad. And they combine on-
line and offline. They monetize this information. They sell it, and 
consumers have no idea whether the information is—what informa-
tion is being collected about them and where in cyberspace it is 
going. 

So, even industry, I don’t know if you heard my back and forth 
with Mr. Kinzinger, but even industry, some of the largest compa-
nies have acknowledged there is a need for more transparency 
here. So that is a good thing. And going back to your first point, 
I think the conclusion—a conclusion you might draw is that the no-
tion of a centralized Web site is one that perhaps this industry may 
be willing to engage in. And we have called for you to explore it 
in legislation, and we are going to explore this issue going forward 
with the industry, because we want to work cooperatively with 
them. 

Mr. WAXMAN. Administrator Strickling, do you have any 
thoughts to add about the self-regulatory experience with offline 
data brokers and the importance of improving access and trans-
parency with respect to this part of the data collection industry? 

Mr. STRICKLING. Well, in general, we see this as an area that 
could work with some improvement. And we do believe our multi- 
stakeholder process that we proposed would provide a good oppor-
tunity to do just that. 

Mr. WAXMAN. Chairman Leibowitz, in your testimony, you dis-
cuss a final settlement the FTC entered into with Google late last 
year for a case in which the agency charged that Google deceived 
consumers in connection with how it rolled out Google Buzz. The 
FTC is also in the process of settling a case with Facebook in which 
you charge the company with several deceptive and unfair prac-
tices. The settlements are similar in that going forward, you re-
quire Google and Facebook to follow and implement a number of 
protective privacy practices. 

However, neither of these companies has had to pay a penalty for 
what they did, not one penny. The fact that neither Google nor 
Facebook will have to pay a fine left some outside observers puz-
zled. So I would like you to discuss something else you bring up 
in your testimony, the need to grant the FTC civil penalty author-
ity as part of any privacy bill that may come out of Congress. Is 
it correct that, as it stands now, even the FTC, had it wanted to, 
could not on its own seek civil penalties against Google, Facebook, 
or anyone else for unfair or deceptive privacy practices? 

Mr. LEIBOWITZ. That is correct. 
Mr. WAXMAN. And is it correct that you were not able to seek 

civil penalties from Google and Facebook because Congress has not 
granted you the authority to seek these penalties under these cir-
cumstances? 

Mr. LEIBOWITZ. That is correct. 
Mr. WAXMAN. And the FTC report calls on Congress, as part of 

any privacy bill, to provide the authority to seek civil penalties. 
Can you tell us why civil penalties should be seen as a key compo-
nent of any privacy law? 
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Mr. LEIBOWITZ. Because I think it just makes much more effec-
tive deterrent. I think 46 attorneys general who have baby FTC 
Acts have this authority. You have to use it judiciously. And civil 
penalty authority for violations of the FTC Act, as you know, is 
unanimously supported by the commission, all four commissioners, 
Republicans and Democrats. And really the notion goes back to 
when Caspar Weinberger was the chairman of the FTC in the early 
1970s, because he was a very big advocate for civil fining authority. 

Mr. WAXMAN. Thank you, Madam Chair. 
Mrs. BONO MACK. Thank you, Mr. Waxman. 
It is my intention to roll through this one vote on the floor and 

have Vice Chair Blackburn take over momentarily. 
But in the meantime, I am going to recognize Mr. Stearns for 5 

minutes. 
Mr. STEARNS. Thank you, Madam Chair. 
Just to point out what Mr. Waxman said, wasn’t it true with 

Google, you put in place a 20-year audit on them? 
Mr. LEIBOWITZ. We did. Twenty years is our standard—— 
Mr. STEARNS. And in the possibility that they are in violation of 

that audit, then you could fine them, right? 
Mr. LEIBOWITZ. Yes. If you are under order and you violate an 

order, then you are subject to fines. That is exactly right. 
Mr. STEARNS. So you do have the ability to fine. 
Mr. LEIBOWITZ. Yes, for the second violation. 
Mr. STEARNS. Yes. OK. I just want to clarify that. 
This question is a little self-serving. I have a bill dealing with 

privacy. It is H.R. 1528, the Consumer Privacy Protection Act of 
2011. And in my opinion, this bill calls for a clear and easy-to-un-
derstand privacy policy statement, and provides the FTC to ap-
prove a 5-year self-regulatory program. I guess the question for Mr. 
Strickling and Mr. Leibowitz, Chairman, is would you support ad-
vancing this type of bill through Congress as an attempt for a Fed-
eral baseline? 

Mr. STRICKLING. We have not yet taken a position as an adminis-
tration on any particular piece of privacy legislation up here. But 
again, we absolutely support the enactment of a straightforward 
baseline set of privacy protections, subject to the multi-stakeholder 
process and codes of conduct which would then flesh them out. But 
in terms of what would go in legislation, yes, we support a very 
straightforward, simple piece of legislation to codify the basic prin-
ciples. 

Mr. STEARNS. If you can, just look it over. When I was chairman 
of this subcommittee for 6 years, I had seven hearings on privacy. 
And that was developed. And it was developed in consensus. We 
got it out of the subcommittee. Jan Schakowsky was the ranking 
member. So you might look at it. 

Mr. LEIBOWITZ. We also have endorsed general privacy legisla-
tion, but nothing specifically. But we want to work with you, be-
cause I know you are trying to accomplish the same goals that I 
think we share. 

Mr. STEARNS. Yes. And so when a person says Federal baseline, 
just give me one sentence, what does that mean to you? 

Mr. LEIBOWITZ. A baseline? 
Mr. STEARNS. Yes, Federal baseline. 
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Mr. LEIBOWITZ. On privacy? 
Mr. STEARNS. Yes. 
Mr. LEIBOWITZ. It means setting a standard that protects con-

sumer privacy in a way that doesn’t in any way undermine innova-
tion. 

Mr. STEARNS. And you, Mr. Strickling? 
Mr. STRICKLING. Quite straightforward. I think it is taking our 

seven principles and putting them in a 10- to 15-page piece of legis-
lation and enacting them. 

Mr. STEARNS. I think some stakeholders have come out and made 
some positions known during this comment period that you are 
having here. How long is this comment period? 

Mr. STRICKLING. It will close on Monday. 
Mr. STEARNS. OK. Do you think that is long enough? 
Mr. STRICKLING. I believe so. It has been open for nearly a 

month. Plus we, in our process to develop the blueprint, have had 
numerous conversations with industry and civil society groups for 
the last year and a half. So we feel we have a pretty good handle 
on where industry and the not-for-profits are at on these issues. 
But we still wanted to give them an opportunity to provide direct 
input on how we could craft the multi-stakeholder process that we 
are going to start later this spring. 

Mr. STEARNS. How many comments have you gotten? 
Mr. STRICKLING. Oh, we usually don’t get them until the due 

date. So we extended the due date at the request of some com-
menters. I think we have gotten a handful so far. 

Mr. STEARNS. You have got three or four comments is all you 
have got? 

Mr. STRICKLING. I don’t know the exact number, sir. But not a 
lot. 

Mr. STEARNS. OK. 
Mr. STRICKLING. I am told 15. 
Mr. STEARNS. All right. That is what staff is for. 
Mr. STRICKLING. Yes. 
Mr. STEARNS. Would it make sense, as a first order of business, 

for the NTIA to formally acknowledge as acceptable those existing 
voluntary codes of conduct it has concluded are models of effective 
self-regulation? 

Mr. STRICKLING. Well, we are not going to recognize any codes 
officially that come out of our process. So there is nothing about 
any work that has happened before now that is any way jeopard-
ized or threatened by what we are going to put in place. It will 
build on the work that has already been done by industry and con-
sumer groups up until now. 

Mr. STEARNS. This is just a comment, Chairman Leibowitz. I 
think you said in an FTC privacy report that if a customer books 
a weekend vacation, they would be unlikely to be interested in con-
tinuing to see hotel advertisements after the trip is complete. What 
research or surveys did the FTC conduct to reach this conclusion, 
which seems to be a little subjective, depending upon who you are, 
because you might, after you get to your particular hotel, you 
might be interested in continuing seeing hotel advertisements and 
maybe make some calls if you want to extend your vacation? 
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Mr. LEIBOWITZ. You know, my anecdotal and personal opinion is 
that sometimes you do. And so I will go back and I will check on 
the research we have done in order to incorporate that, again, that 
prose. Again, what our report is about, and I know you have read 
through parts of it, is voluntary codes of conduct. So it doesn’t im-
pose any mandate on anyone, and it doesn’t—if you don’t delete— 
if a company doesn’t delete those ads, of course, it is not an unfair 
or deceptive act or practice. It is a fair point. 

Mr. STEARNS. So your research is anecdotal? 
Mr. LEIBOWITZ. I will come back and I will research it with re-

spect to central Florida. 
Mr. STEARNS. All right. 
Thank you, Madam Chair. 
Mrs. BLACKBURN [presiding]. The gentleman yields back. I know 

we have Mr. Markey and Mr. Pompeo, who are en route. 
And as they are returning, Mr. Leibowitz, I want to come back 

to you on this authority and the enforcement, what the FTC would 
do. It sounds like the White House and the Commerce Department 
feel like that we can get by more with self-regulation. So I want 
to know where there is a gap in authority when it comes to enforc-
ing privacy violations. Tell me where you would see this. 

You say, the FTC says it already possesses sufficient authority 
to enforce the privacy violations. And then you hear some things 
that Mr. Strickling says and some of the White House, and it looks 
as if they are looking more at self-regulation or would bend more 
to self-regulation. So, you know, tell me where you think there is 
a gap. 

Mr. LEIBOWITZ. So this is a really good question. And we can go 
after unfair and deceptive acts or practices, and we do. That is our 
bread and butter. We are an enforcement agency. What we can’t 
do—I mean, what we do as an enforcement agency, though, is we 
look back at violations; we don’t look forward. So companies don’t 
necessarily have the certainty that they want. And again, I was 
talking earlier today about a conversation I had with a very senior 
technology company executive who wants to do the right thing. But 
what he worries about, and it is a totally legitimate worry, is if I 
give the best privacy practices to customers, am I going to be at 
a competitive disadvantage? So the notion of privacy legislation 
and the codes of conduct that the Commerce Department and the 
White House are talking about is one that would give more cer-
tainty and create an even playing field. But again, you know, 
we—— 

Mrs. BLACKBURN. So if I were to define the differences between 
the way that you two gentlemen approach this, you would say, be 
more proscriptive; and you would say, depend more on the guide-
lines. 

Mr. STRICKLING. Well, it is a four-part program. First is the base-
line legislation, which could be directly enforceable by the Federal 
Trade Commission against those rogue companies that choose not 
to adopt any protections for their customers. But you are right, we 
then would have the detailed practices and processes developed 
through these voluntary codes involving industry and other stake-
holders. We do think that those codes, if adopted voluntarily by a 
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company, would then be enforceable by the Federal Trade Commis-
sion just as they enforce those sorts of policies today. 

Mr. LEIBOWITZ. So I wouldn’t call our—I would say our efforts 
are complementary. Theirs looks a little bit more at sort of proce-
dural aspects, how do you get companies in a room to come up with 
guidance. We look at sort of aspirational—best practices for compa-
nies today, and sort of aspirational practices for the companies that 
don’t have the best privacy policies. And I think they are very, very 
complementary. But I don’t think anything that we have talked 
about is proscriptive. Really we have sort of two functions, neither 
proscriptive. One is a policy function that goes back to when the 
agency was created in 1914, and the other is enforcement for viola-
tors. A lot of companies—so we go after the bottom feeders or the 
good companies that, you know, make a mistake once, hopefully 
only once. And then we try to encourage companies—again, we had 
a multi-stakeholder process as well. They only had 15 comments; 
we had 450—more than 450 comments. Most of them from compa-
nies. We held multiple workshops. And so this is a sort of a guide 
for really best practices. It is not proscriptive. 

Mrs. BLACKBURN. Thank you. 
At this time, I will recognize Dr. Cassidy for 5 minutes. 
Mr. CASSIDY. Hello, gentlemen. Thank you for working on this. 

We have had several hearings on this. I met privately with some 
folks. And you guys have really worked hard at this. And it seems 
like we are coming to something that we can be comfortable with. 
So if you will, I want to move to something that we are not com-
fortable with, which frankly I don’t know answers to, but because 
you are experts I explore with you. 

We are all familiar with the tragedy of the gentleman Trayvon 
Martin who was shot in Florida. And some of us are familiar with 
the fact that Spike Lee retweeted the address of someone named 
George Zimmerman, not the George Zimmerman, but another. 
Now, this is counter to Twitter’s stated user rules, but apparently, 
it took them 3 days to take that down so I have been told. And in 
the meantime, we have seen terrible tweets, until finally someone 
named Megan says anyone who retweets this is guilty of the same 
crime. Now, she was a sensible person. 

Now, I am exploring this with you because this is privacy, but 
it is not technically consumer privacy on the other hand, and there 
was a policy on Twitter, but you see where I am going with this. 
And so to explore, I ask you your opinions. Aside from the fact that 
Spike Lee should not have done it, and it is reprehensible. I will 
say that. 

Mr. LEIBOWITZ. So Spike Lee is a great filmmaker, but, you 
know, it is a bad practice, right? And the right to privacy is a very 
complicated right, but it is a bedrock right, you know, in our Con-
stitution from government. And it is a critically important right for 
consumers with respect to sort of information that is aggregated. 
You know, but at bottom line, I would say people have to exercise 
good judgment. Right? 

And one of the reasons why we focus a lot on children’s privacy 
is because children and teens are incredibly lucid with tech-
nologies, but they act very impulsively, and they don’t always exer-
cise good judgment. 
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So it is, you know, it is a great example that you raise. There 
are no easy answers to it. I don’t know that it is a violation of any-
thing but good judgment and common sense. 

Mr. CASSIDY. Now, I understand that there is the you cannot yell 
‘‘fire’’ in the crowded movie theater kind of test as a limit of free 
speech. And Spike has 250,000 followers. And the elderly couple, 
the elderly couple, who is law-abiding, has had to move into a hotel 
because of death threats. And again, I am not doing anything but 
kind of posing the question, at what point does it come to the 
standing of yelling ‘‘fire’’ in a crowded theater? 

Mr. LEIBOWITZ. Well, I don’t know the answer to that because it 
is not subject to an easy—it is not subject to an easy answer. Obvi-
ously, we only have jurisdiction over commercial privacy issues. 
But I think it is important for people like you. And I was reading 
the transcript from the last hearing, and I saw your questions. I 
think it is important for people like you who care about privacy, 
and also care about justice to sort of speak out when you can. 

Mr. CASSIDY. OK. So, at this point, it is still moral suasion, but 
it isn’t necessarily anything that even though Twitter didn’t take 
it down for 3 days, that there is anything you would consider would 
be appropriate in a regulatory realm? 

Mr. LEIBOWITZ. You know, we will go back and think about that. 
I don’t know what the circumstances are. I don’t see it as an unfair 
or deceptive act or practice. Perhaps they should have taken it 
down sooner. But by the way, once someone puts a tweet up with 
250,000 followers, you know, it is immediately retweeted and 
retweeted again. And Twitter, by the way, who we have under 
order for a data security breach, you know, Twitter has provided 
enormous value to consumers. And you know, you don’t want to use 
the heavy hand of government I think when these companies are 
providing value and being innovative. But I hear your point. 

Mr. CASSIDY. That is fair. Thank you. 
And again, I was not challenging; I was trying to broach. 
Next regarding children, as I read your testimony everybody un-

derstands children are a special case. But I keep on thinking that 
my savvy little 10-year-old is going to put down she is 19 when she 
wants to get on a Web site that she knows Daddy may not approve 
of. So unless I walk by and bust here, she is going to be someplace 
she wouldn’t. Knowing you have thought about that, how do we ad-
dress that? 

Mr. LEIBOWITZ. Well, you know, you have tasked us, you the 
Congress, with enforcing the Children’s Online Privacy Protection 
Act, which applies to sites targeted at 12 and under, and also ap-
plies to companies when they know that there is an underage user. 
You don’t always know that, of course. What we have done in our 
proposal for updating COPPA, because the technology is massive— 
we actually accelerated as part of our regulatory reform efforts our 
COPPA update because the technology has changed massively in 
the last 10 years since COPPA was enacted—12 years since 
COPPA was enacted—is in proposal, we are taking comments, is to 
try to make it more difficult for the smartest children or the most 
tech-savvy children to elide around the COPPA protections. So that 
is something we are looking at. Happy to give you an offline brief-
ing on what we are doing. 
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Mr. CASSIDY. Sounds good. Thank you. 
I yield back. 
Mrs. BLACKBURN. The gentleman’s time has expired. 
At this time, I recognize Mr. Butterfield in round two. 
Mr. BUTTERFIELD. Thank you. 
Chairman Leibowitz, in your testimony, you state that the World 

Wide Web Consortium, the Internet standards group known as 
W3C, is working with a broad range of stakeholders to create an 
international industry-wide standard for Do Not Track. 

Overall, you seem to have a positive view about this process and 
the progress being made there. Can you please discuss the efforts 
of W3C so far and what its work can mean for consumers who 
want not only to not to be targeted, but who also want not to be 
tracked online? 

Mr. LEIBOWITZ. All right. So there are sort of three different 
streams that are coming together. One is the Digital Advertising 
Alliance that is working on its Do Not Track option. And it serves 
close to a trillion ads every month—trillion ads or the ad choices 
opt out. 

Another is the sort of browser vendors, the big browser compa-
nies, like Microsoft, Mozilla, and Apple, who have wholeheartedly 
endorsed the notion of Do Not Track. And the DAA is in the proc-
ess of implementing the browser header approach, that if a browser 
says ‘‘Do Not Track me’’ or ‘‘do not collect my information,’’ they 
will not do that. 

And the third is the Worldwide Web Consortium, W3C, which is 
working on setting a standard. All of these streams are heading in 
the same direction. We believe, and I am optimistic, that they will 
come together by the end of the year in a persistent, effective, easy- 
to-use Do Not Track option for consumers. 

Mr. BUTTERFIELD. In your testimony, you also state that some 
issues remain, and the commission encourages all of the stake-
holders to work within the group to resolve these issues. Can you 
tell me what some of those issues are and why it is important? 

Mr. LEIBOWITZ. Well, I think that within—well, I will let others, 
and there will be someone on the next panel speak for the Digital 
Advertising Alliance. I think many members of the Digital Adver-
tising Alliance want to have robust Do Not Collect, with exceptions 
for antifraud efforts and network management. I think some others 
would like it to be Do Not Advertise back. I am comfortable—I am 
not only comfortable, I am enthusiastic that in a world where we 
haven’t seen a lot of voluntary self-regulation, and really this is al-
most a code of conduct of the type that—— 

Mr. BUTTERFIELD. Mr. Strickling, you want to jump in here? 
Mr. LEIBOWITZ [continuing]. That we are moving forward, and we 

are going to have it done. 
Mr. STRICKLING. I am not directly familiar with the remaining 

issues in these discussions except that we are very supportive of 
the processes that are underway in all of the cases the chairman 
described. 

Mr. BUTTERFIELD. The administration highlights two concepts as 
key to the multi-stakeholder processes for the development of self- 
regulatory industry codes of conduct. They are, as you know, open-
ness and transparency. Openness means that a broad group of 
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stakeholders, including consumer groups and privacy advocates, 
have the opportunity to participate. Transparency means that it 
will be apparent to stakeholders in the public how decisions coming 
out of the multi-stakeholder process were reached. Some witnesses 
on the second panel today question the value of these two concepts 
to the codes of conduct development process. In particular, they 
suggest that some aspects of these negotiations should be private. 

Mr. Strickling, can you please explain why both open participa-
tion and transparency are important? 

Mr. STRICKLING. Well, we think it is quite important that the re-
sults of this process have credibility, both with the companies and 
the consumer groups that participate in it, but also with the con-
sumers that are going to benefit from that. And we don’t think 
there is any substitute for openness and transparency in terms of 
being able to establish that sort of credibility. But again, these are 
voluntary discussions. The discussions that we convene will have 
the hallmarks of openness and transparency. There is nothing 
about our process that in any way would prevent or deter parties 
from talking amongst themselves outside of our room. So those 
sorts of discussions may well take place in the interstices between 
our sessions. But the sessions we conduct will be open and trans-
parent. 

Mr. LEIBOWITZ. And we are very supportive of the Commerce De-
partment’s open and transparent approach. 

Mr. BUTTERFIELD. All right. Thank you. 
I yield back. 
Mrs. BONO MACK [presiding]. The chair recognizes Mr. Barton 

for 5 minutes. 
Mr. BARTON. Thank you, Madam Chairwoman. 
I apologize for being tardy. I live 7 miles from the Capitol, and 

it took me almost an hour to get here today. I used every trick I 
could. The point remains to get into Washington from Virginia, you 
have got to cross the Potomac. And that means you have got to go 
across a bridge, and they were all clogged. 

In any event, I want to welcome our two administration wit-
nesses today. I especially want to commend the Federal Trade 
Commission. You all have been doing excellent work on privacy. I 
also think the recently issued Consumer Bill of Rights, Consumer 
Protection Bill of Rights, Privacy Bill of Rights is excellent. I think 
that is great. 

My question to the FTC commissioner would be, does the bill 
that Mr. Markey and I have introduced, the Children’s Do Not 
Track Act of 2011, is that congruent and consistent with what the 
FTC has been attempting to do from a legislative standpoint? 

Mr. LEIBOWITZ. Yes. I think it is very, very consistent. And we 
are very supportive of what you are trying to accomplish. As you 
know, children, teens are very technology savvy, and they are also 
prone to act impulsively and recklessly. So some of the notions in 
your—what is in your legislation I think is very important. One of 
the areas that we explored in our report is the notion of the right 
to be forgotten. I think particularly for children and for teens, there 
is a real value in doing that. And in our order involving—you no-
ticed it, I am sure—but in our order involving Facebook, we in-
cluded a provision that allows consumers or users, if they are leav-
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ing Facebook, to report their information back. So it is a sort of no-
tion of the right to be forgotten. We think it is very important. And 
we want to work with you on your legislation going forward. 

And the other thing I would say is of course, as you know, in our 
COPPA rulemaking, one of the few areas we do rulemaking in is 
Children’s Online Privacy Protection Act, it is very consistent with 
some of the provisions in your legislation. 

Mr. BARTON. Thank you, sir. 
I want to ask Mr. Strickling, the Consumer Privacy Bill of 

Rights, as I understand it, is not in legislative language. Is it the 
administration’s intention to present it in legislative language and 
ask the Congress to act on it at any time in the near future? 

Mr. STRICKLING. Our goal is to work with this committee and to 
work with the Senate to come up with legislation. If it would help 
advance the process for the administration to propose specific lan-
guage, we will certainly consider that. But I think our goal here is 
to work the best way we can in a bipartisan way to come up with 
legislation working with both Houses. 

Mr. BARTON. I am going to yield back, Madam Chairwoman. I 
want to thank you for your focus on privacy and the hearings that 
you have held. 

I also want to commend my friend Mr. Markey. I have lost a bet 
this week. We decided to get new cosponsors for our children’s on-
line protection privacy bill, Do Not Track bill. I think I have two. 
And I think he has around a dozen. So, for this week, but this week 
alone, Mr. Markey, the trophy goes to you. I know my Republicans 
are going to rally to the flag, and we will catch up. Good job on 
the cosponsors this week. 

With that, Madam Chairwoman, I yield back. 
Mrs. BONO MACK. All right. The gentleman yields back. 
And the chair recognizes Mr. Gonzalez for 5 minutes. 
Mr. GONZALEZ. Thank you very much, Madam Chair. 
At this time, I would like to yield to my colleague, Mr. Markey. 
Mr. MARKEY. I thank the gentleman so much. 
For kids, the Internet is oxygen. They can’t live without it. So 

what Mr. Barton and I have done is introduce a bill to protect kids 
15 and under. Each kid who lobbies successfully, they are 12 to 13, 
they are 14, to get their iPad, to get their Kindle fire, they are now 
off into places that their bicycle can’t take them. And so the ques-
tion is, are we going to protect those kids? Now, we should also de-
bate what we are going to do for 24-year-olds, and 34, and 54, and 
74. But do we really have to debate what we are going to do for 
15 and under? Do we really have to debate that? 

So let me ask you this, because I will give you the core of our 
bill. And I will ask the two of you—first of all, thank you, Mr. 
Leibowitz, for all your great work, and Mr. Strickling. 

Our bill requires consent from parents before companies collect 
information about children; ensures that kids and teens 15 and 
younger have an eraser button to delete their personal information 
online; and it prohibits targeted advertising to kids and teens 15 
and under. So this would not be big government; this would be big 
mother and big father able to police what is going on with their 
kids as they are going online. And we are only talking about chil-
dren here. That is it. No more, no less than that. 
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And overwhelmingly, these numbers, the numbers on this go 
over 90 percent in polling. There should be a law that protects chil-
dren. OK? There can be a debate perhaps over adults. But on kids, 
you know, they have a right to be forgotten. What they put online 
when they are kids, it shouldn’t come back to haunt them in their 
college application. They have a right to develop. Kids have a right 
to develop. Kids have a right to make mistakes. And they have the 
right to be forgotten so that they can flourish into adulthood and 
not have this material they put online when they were 13, 14, 15 
haunting them for the rest of their lives. Can we all agree upon 
that? 

You agree with that, Mr. Strickling, that there should be a law 
that gives parents the rights to be able to erase this information? 

Mr. STRICKLING. We absolutely support the idea that we need 
special protections for kids. That is laid out in our Consumer Bill 
of Rights. 

Mr. MARKEY. Would you support a separate piece of legislation 
just to give that higher level of protection to children? 

Mr. STRICKLING. We absolutely would be willing to work with 
you to develop that legislation. 

Mr. MARKEY. And do you agree that children are entitled to a 
higher degree of protection? 

Mr. STRICKLING. Our Consumer Bill of Rights recognizes that. 
And indeed, we could see moving forward fairly quickly, under our 
framework, to develop codes of conduct with respect to the very 
specific issues you have laid out. 

Mr. MARKEY. You are saying legally enforceable. You are saying 
legally enforceable rights that parents could take the companies to 
court. 

Mr. STRICKLING. Under our framework, once the companies adopt 
those policies—— 

Mr. MARKEY. No, but even if they don’t adopt them. Let’s say 
there is an outlier, a pirate company exploiting children; would you 
give the right to parents to go against a pirate company that is ex-
ploiting a 13-year-old girl who went online just trying to find infor-
mation about her weight, and now she is being bombarded with 
100 companies who are pirate ships? Would you give the parents 
a right to go against those companies? 

Mr. STRICKLING. Again, the basic principles—— 
Mr. MARKEY. No, would you give the right—— 
Mr. STRICKLING [continuing]. Absolutely are important, and need 

to be supported. And again, we have not taken an administration 
position on this. But we will work with you on it. 

Mr. MARKEY. Would you give them the legal right to go against 
the pirate ship coming against a kid, trying to exploit her anxiety 
about her weight, and now she is being bombarded by hundreds of 
companies with weight loss information? 

Mr. STRICKLING. It is well worth being considered. 
Mr. MARKEY. Well, I think you should not just consider it. I 

think you should support it, Mr. Strickling. I think that should be 
illegal if the parents want to block that company. I just think you 
are wrong on that. I don’t think just consider it; I think it has to 
be the law. 

What do you think Mr. Leibowitz? Should there be a law? 
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Mr. LEIBOWITZ. Well, as you know, our proposal for our COPPA 
update involves the notion of you need parental consent before you 
track children. So it would put sort of—it would really put much 
of your legislation, that Do Not Track kids, into place. Now, we are 
still taking comments. We haven’t decided what we are going to do. 
But we are very supportive of the notion. 

And I just want to make a couple of just other observations, and 
I will turn it back to you. So one is one of the great things about 
your legislation, and it is a reminder, is that privacy is a totally 
bipartisan issue. And that goes back to COPPA, when you and Mr. 
Barton and Senator Hollings and Senator McCain were very in-
volved in implementing it. It is a fundamentally conservative no-
tion in a certain sense. And it is one that is very important. 

And as you look at this committee, or this subcommittee, I think 
everyone cares about it. You come at it from slightly different per-
spectives sometimes, but it is very much a bipartisan notion. And 
the notion of children as vulnerable is one that you have already 
made that determination. 

Mr. MARKEY. I do not believe that it is morally appropriate for 
us to not put protections on the books, legally enforceable protec-
tions for kids 15 and under. YouTube should not become YouTrack. 
We should not have profiles of children being made by adults and 
companies trying to exploit their vulnerability. They have a right 
to be—they have a right to develop. And if there is nothing we 
can’t agree on, on privacy in general, and I can see where that 
could happen this year, let’s not have a debate over kids and mak-
ing it enforceable. They are a special category. And I just hope the 
administration will zero in on this and make sure that we provide 
those extra protections. I thank the gentlelady. 

Mrs. BONO MACK. Thank the gentleman. 
And the chair recognizes herself for 5 minutes. 
And I yield to Dr. Cassidy for questions. 
Mr. CASSIDY. Thank you. 
Mr. Leibowitz, you had said you had read the previous ques-

tioning. So I just thought I would follow up on a couple things that 
I previously brought up. A voluntary kind of, OK, we are going to 
address privacy is fantastic. And again, I am just so impressed 
with how you all have worked through many of these issues. But 
I am struck that there is little ways that obstruct me, when I am 
on the Internet, from protecting my privacy. So, once I was on an 
Apple site, and I actually clicked ‘‘read here’’ before you check to 
make sure, and it was literally pages of often repetitious, irrelevant 
material that I had to dig through to find that which was impor-
tant about my privacy. And you begin to wonder if it is not tucked 
away in this thick forest of obfuscation solely because I get discour-
aged and say what the heck, let me hit the button, number one. 

Number two, I think it was YouPlus on Google, or some function 
on Google where I said, let me explore. I go over there, and I al-
most had to reboot my computer to get that screen down. Now, I 
just tried to log on to see if that was still the case, and I couldn’t 
get back to where I was. They probably know I am in here. But 
that said, it was just remarkable how easy it would have been for 
me to agree to turn over my personal data and how I could not hit 
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a back button to get off that screen. I had to close the browser and 
reopen to get to my Gmail account. 

So, that said, there are subtle or not so subtle ways in which we 
are herded into confessing our personal information, if you will. 
Your thoughts on that? And I asked that before, so since, again, 
you all are giving great testimony, I thought I would bring it up 
again. 

Mr. LEIBOWITZ. So on the privacy policy length and the inability 
to read it, according to TRUSTe, which is sort of a technology- 
based research company in San Francisco, Declaration of Independ-
ence, about 1,300 words; I Had a Dream speech, about 1,600 words; 
and average privacy policy, over 2,000 words. I asked my staff to 
look at privacy policies on mobile, and I did say, find me the worst 
one. And they found a mobile privacy policy that was 102 clicks. 
So you certainly shouldn’t read it while you are driving, but no one 
is going to read it at all, except for my staffer, who had to. 

Part of the reason why we support Do Not Track, again, which 
is voluntary, and which I think companies are moving very close 
to implementing, is because it gives you the right to opt out of hav-
ing someone collect your information; only for third parties, not for 
first parties. When you are on someone’s Web site, they should be 
able to track you. You sort of understand that around the Web site. 
But people who are dropping cookies in your computer, which is 
your property, they should give you the right to opt out. 

Mr. CASSIDY. So if I log on Apple iTunes, and I click, yes, you 
can track me, if you will, that is only for Apple iTunes; it would 
not be on Safari tracing me all across the Web? 

Mr. LEIBOWITZ. Yes, that would be—under our voluntary pro-
posal, you would be able to opt out. I would say this. When you 
talked about the difficulty you had of getting out of a particular 
site, when we were—when I first came to the commission, shortly 
after, we were very involved in nuisance adware cases. So spyware 
that is in your computer. You can’t pull it out. It is the software 
you can’t get out, because they want to hide, and it serves up ads. 
So maybe it serves 20 ads to you a day. But, you know, in the ag-
gregate, one company admitted putting cookies in I think 100 mil-
lion consumers’ computers. You know, in the aggregate, an enor-
mous amount of harm, right? 

And so those cases, like the one you talked about, and maybe we 
will have an offline conversation if you know the company, those 
begin to get into an area of unfairness where we might be able to 
go after them. It sort of depends—you have to see the context of 
it. But when you are making it difficult for someone to just get off 
of a screen, and if they are sucking up information that you don’t 
want them to, that may very well be an unfair or perhaps a decep-
tive act or practice under the FTC Act. 

Mr. CASSIDY. OK. To an extent, it may be caveat emptor; and to 
an extent, it may be, yes, they are doing something deceptive. 

Mr. LEIBOWITZ. Yes, I think that is right. And just going back to 
the reason we support privacy legislation, again, going back to 
Chairman Bono Mack’s point that you have to hit the sweet spot— 
I know you are not endorsing the legislation, but I thought that 
was something that is important to note—is we can’t require pri-
vacy policies in advance by companies. So one of the things that 
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the Commerce Department’s voluntary codes of conduct might be 
able to come up with is standardized privacy policies that are short 
and readable and the companies will adopt. And that is a good 
thing. And that is something you could require, for example, in leg-
islation. 

Mr. CASSIDY. Or even an abstract of two sentences placed above 
that which the attorneys want you to include. 

Mr. LEIBOWITZ. Yes. Because—yes. And you know, look. What we 
want, and again, this is a document about best practices for the 
most part, what we want is best practices with respect to con-
sumers and protecting their information. But look, it is better to 
have a notice in two sentences that says, if you come on our site, 
we are going to take all the information we can and do many 
things with it, than not understanding that at all. And I think if 
you understand, you know, the value proposition, if consumers 
have real privacy protections, and surveys have shown this, they 
will engage—they will have more trust in the Internet. They will 
engage in more commerce, and it is a virtuous cycle. But again, 
there are best practices, and many companies engage in best prac-
tices, but not all companies do. 

And so part of the reason why we support legislation is because 
self-regulation has been—or is because self-regulation has been er-
ratic. And we all know that from the number of breaches that we 
read about, for example. 

Mr. CASSIDY. OK. I yield back. 
Thank you. 
Mrs. BONO MACK. Thank you, Dr. Cassidy. 
The chair recognizes Mr. Harper for 5 minutes. 
Mr. HARPER. Thank you, Madam Chair. Thank you for holding 

this hearing. 
Gentlemen, I thank you for being here. I know you were looking 

for something fun to do today, and we are glad to have you here 
with us. 

Mr. LEIBOWITZ. Always delighted to be here. 
Mr. HARPER. There you go. 
I will start with Mr. Strickling, if I can. Before the stakeholders 

can address what should be permitted and what should be out of 
bounds for purposes of consumer information practices, they will 
have to define harm. Outside of a data breach, how do you person-
ally, or as head of NTIA, define harm in this context? I think that 
is really a critical deal for us is, how do you truly define harm? So 
how do you define it personally or within these confines? 

Mr. STRICKLING. Right. Let me state, though, at the outset that 
developing these codes of conduct are not going to require the par-
ties to define harm, because there are many goals in place here, 
one of which, which is fundamental to our work and is, I believe, 
fundamental to this committee’s work, has been to promote innova-
tion on the Internet. We do believe the development of these codes 
of conduct will help promote innovation on the Internet by allowing 
companies to retain the flexibility they need to have to try new 
business practices. But within that, as we think about harm, it is 
harm to consumers, as we have already discussed, but it is this 
larger question of, how do we continue to grow and expand the 
Internet economy? How do we protect and promote innovation? 
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It would be a harm to our economy, it would be a harm to Amer-
ican business if something were to happen that the Internet 
stopped being the tool of economic growth it has become. And to 
that, we link this concept of trust. What has allowed the Internet 
to grow has been in large part the trust that all of the actors have, 
that their information and that their transactions are protected on 
the Internet. So, in the development of these codes of conduct, to 
the extent we can continue to grow that trust, we then think that 
helps promote innovation, promotes new businesses. And that is 
very much a goal of what we are trying to accomplish here. 

Mr. HARPER. Do you see users of the Internet having a changing 
view of the expectations of privacy? 

Mr. STRICKLING. Absolutely. And what we want to preserve is 
both the flexibility that comes from technological change as well as 
the flexibility that emerges as consumer expectations change. That 
is why we are most emphatically not proposing a regulatory solu-
tion here. We are proposing these basic principles, which are very, 
very similar to the same principles that were first enunciated over 
30 years ago, nearly 40 years ago, in these fair information practice 
principles. That is what we want to see enshrined in legislation. 

And to Congressman Gonzalez’s point earlier today, these are 
principles that are not going to change that much over time. How 
you implement them, the processes that are used, those will defi-
nitely change as a result of technology. And that is the flexibility 
we want to preserve. Because these codes, once they are developed, 
can certainly come back and be reexamined and changed to deal 
with changing circumstances in the market. 

Mr. HARPER. Are you anticipating perhaps for users of the Inter-
net to receive future warnings as to expectations of privacy? Are 
you anticipating any type of warning system or change in those 
warnings? 

Mr. STRICKLING. Well, it is in our basic baseline that consumers 
ought to be informed of those sorts of changes. But again, how that 
would be done, that we want to leave to the private sector to deter-
mine through these discussions. 

Mr. HARPER. Mr. Leibowitz, for years, I know FTC has pros-
ecuted under its Section 5 authority only when there was a tan-
gible harm unless the action involved deception. In fact, the FTC 
specified this practice in previous statements to Congress. The es-
sential question I think in the broader privacy debate is, what is 
the harm to consumers that we are trying to address with these 
proposals? 

Mr. LEIBOWITZ. So that is a great question. And I would say this. 
A couple points. So it is easy to define harm. We brought dozens 
of cases in the last 3 years, since the recession, involving fore-
closure rescue scams and debt consolidation scams where compa-
nies would say on the radio, or call up and say, if you give us 
$5,000, we will get your mortgage and arrears back in shape. And 
they take the money, and they do nothing. So we all understand 
that is tangible harm. 

But now go back to Mr. Cassidy’s question, which is, you know, 
involves things like pop-up ads or nuisance adware. All right, I 
would say that is harm as well. Now, it may not be much harm 
to an individual, but in the aggregate, it is harm. So part of the 
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reason that we wrote—part of the reason that we wrote this report, 
which is about best practices, is because with privacy, we have 
tried the harm-based model, we have tried the notice and choice- 
based model. Now we know privacy policies don’t really give people 
as much notice because they are incredibly long and difficult to 
read as we would like. So both of those models are ones that we 
used for prosecution. 

But we also thought that with respect to privacy, where these 
issues are, as you know, pretty thorny and pretty difficult, it is best 
to engage, it is best to have best practices. I think this also goes 
back to the Commerce Department’s notion of voluntary codes of 
conduct, where companies will decide what works best. 

Mr. HARPER. OK. Thank you. 
I yield back. 
Mrs. BONO MACK. Thank the gentleman. 
And I would like to thank our panelists for being here today. I 

look forward to our continued work together to do all we can to pro-
tect the online privacy of American consumers. Again, thank you 
for your time. You have been very generous. At this point, we are 
going to take a very brief recess as we seat the second panel. So 
thank you again. 

Mr. LEIBOWITZ. Thank you, Madam Chair. 
Mrs. BONO MACK. Hopefully, we can do this change in 1 minute 

or less for the second panel. 
[recess.] 
Mrs. BONO MACK. All right. We are going to continue with our 

second panel. So joining us today are Berin Szoka, president of 
TechFreedom; Pam Horan, president of Online Publishers Associa-
tion; Jonathan Zuck, president, Association for Competitive Tech-
nology; Mike Zaneis, senior vice president and general counsel for 
the Interactive Advertising Bureau; and Justin Brookman, director 
of consumer privacy, Center for Democracy and Technology. 

Good morning to our distinguished panel. Thank you all for com-
ing. You will each be recognized for 5 minutes. To keep track of the 
time, please note when your light turns yellow, you will have 1 
minute left. Again, we ask that you pull your microphones close to 
your mouths so everybody can in fact hear you. 

And at this point in time, Mr. Szoka, welcome, you are recog-
nized for 5 minutes. 

STATEMENTS OF BERIN SZOKA, PRESIDENT, TECHFREEDOM; 
JONATHAN ZUCK, PRESIDENT, ASSOCIATION FOR COMPETI-
TIVE TECHNOLOGY; PAM HORAN, PRESIDENT, ONLINE PUB-
LISHERS ASSOCIATION; MICHAEL ZANEIS, SENIOR VICE 
PRESIDENT AND GENERAL COUNSEL, INTERACTIVE ADVER-
TISING BUREAU; AND JUSTIN BROOKMAN, DIRECTOR, CON-
SUMER PRIVACY, CENTER FOR DEMOCRACY & TECH-
NOLOGY 

STATEMENT OF BERIN SZOKA 

Mr. SZOKA. Thank you, Chairman Bono Mack, Ranking Member 
Butterfield. 

Let’s try again. Chairman Bono Mack, Ranking Member 
Butterfield, Vice Chairman Blackburn, members of the sub-
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committee, thank you for the opportunity to testify at this impor-
tant hearing. 

I commend you, in particular, for emphasizing the word ‘‘bal-
ance’’ in the title of today’s hearing. As valuable as privacy can be, 
its value is not absolute. Privacy advocates and policymakers alike 
all too often overstate the value of privacy and understate its costs. 
We should approach privacy like any form of consumer protection, 
weigh harms against benefits, and empower consumers to make 
the right choices for themselves wherever possible. 

The White House report gets the most important question right: 
Government lacks the flexibility, speed, and decentralization nec-
essary to address Internet policy challenges. However laudable the 
report’s principles, what matters is pragmatically transposing them 
into concrete rules that recognize real world trade-offs with innova-
tion, convenience, and other competing values. Only a multi-stake-
holder self-regulatory process can do this effectively. 

But to avoid failure by design, that process must be voluntary, 
as the White House promises. Consumer advocates can play a vital 
role in offering constructive specific contributions in public fora. 
They can use public pressure to promote compromise within indus-
try. But as with the DAA process itself, the difficult work of forging 
consensus must ultimately take place in private, and it must be in-
dustry that ultimately votes. There is much more to be praised in 
the White House report and the FTC report. But the White House’s 
overall approach is both, well, unfair and deceptive. 

First, while the White House report reminds us of the Fourth 
Amendment’s essential protection against unlawful intrusion, it ne-
glects to mention that the Fourth Amendment protects us against 
such intrusion by government. By using the term Consumer Bill of 
Rights just 2 months after a unanimous Supreme Court denounced 
excessive government surveillance in its Jones decision, this seems 
to me to be a constitutional sleight of hand, while the real Bill of 
Rights remains in peril. 

Second, while the Fair Information Practice Principles play a 
useful role in conceptualizing consumer privacy protection, they are 
not enough. As law professor Fred Cate argues, the FIPPs have ul-
timately failed to serve consumers. Data protection laws should in-
stead regulate data flows only when necessary to protect individ-
uals from harm, while maximizing the flow of data. This is pre-
cisely why it is so important that both reports support proper re- 
identification of data as a way of balancing reasonable risks with 
the benefits of data-driven research and serendipitous innovation 
like Google’s flu trends. 

To quote Professor Cate, ‘‘Data protection is not an end in itself, 
but rather a tool for enhancing individual and societal welfare.’’ 

Indeed, as the FTC itself declared in its 1980 policy statement 
on unfairness, unjustified consumer injury is the primary focus of 
the FTC Act. The question policymakers should be asking is, what 
harms should the law remedy? Where the FTC’s authority has 
proven inadequate, Congress has passed laws to remedy clear 
harms, such as the Fair Credit Reporting Act. 

But before legislating further, Congress should ask whether the 
FTC can adequately address substantial harms through its unfair-
ness and deception authority. The FTC must walk an exceedingly 
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fine line on unfairness. If used too seldom and if defined too nar-
rowly, unfairness will fail to protect consumers from real harm, 
suggesting legislation is needed when in fact it is not. But if de-
fined too broadly, unfairness will again make the FTC the national 
nanny, as the Washington Post dubbed the agency in the 1970s. 
Only this time the FTC will be micromanaging not children’s ad-
vertising and funeral parlors but the very tools by which we com-
municate with each other. At worst, the Unfairness Doctrine would 
likely have banned the camera, that great invader of privacy, back 
in 1890. But at best, unfairness could supplement self-regulation if 
the FTC becomes more rigorous in its analysis. 

Even as the FTC has lamented the inadequacy of its current au-
thority, it has staked out a bold position on the scope of harm cov-
ered by unfairness. While unfairness certainly can cover nonmone-
tary harms, like reputation, the Unfairness Doctrine requires ac-
tual harm, not merely the risk of harm. While the Unfairness Doc-
trine should never coerce compliance with self-regulation, as Chair-
man Leibowitz suggested, it can validly punish laggards that per-
sist in a practice disavowed by most of an industry. For example, 
standard industry practice recently helped the FTC establish that 
it was unfair for the Frostwire mobile android app to share every 
file on users’ mobile phones without disclosing this when users did 
not expect this setting and could not change it easily. Unfairness 
is intended precisely to discourage such traps but not to punish in-
novative new paradigms for sharing information. 

If the FTC dictates fair product design based on static user ex-
pectations, innovations that change our thinking about privacy, 
like the camera in 1890, will suffer. The problem with the Unfair-
ness Doctrine is that the FTC has never had to defend its applica-
tion to privacy in court, nor been forced to prove harm is substan-
tial and outweighs benefits. 

Given the strong reputational incentives by companies to settle 
out of court, only Congress can call the agency to account. Just as 
Congress once required the agency to produce its unfairness and 
deception statements, Congress should require the agency to ex-
plain how it has applied both doctrines to privacy. 

And finally, Congress must ensure the FTC has the technical ca-
pacity for effective enforcement to balance its harms with benefits. 
The right measure is not how many lawsuits the agency brings, but 
whether it effectively deters the occasional abuses of data while en-
abling and even encouraging the overwhelming benefits created by 
the steady flow of information. Thank you again for inviting me to 
testify here today. 

[The prepared statement of Mr. Szoka follows:] 
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The central challenge facing policymakers is three-fold: 

Defining what principles should govern privacy policy; 

Transposing those principles into concrete rules, whether through self-regulation or 
legislation, and updating them as technology changes; and 

• Determining how to effectively enforce compliance. 

Unfortunately, the privacy debate has until now focused mostly on the first part, crafting the 
right principles. Both President Obama's proposed "Consumer Data Privacy Framework,,3 and 
the FTC's Report4 do wisely recognize not only the central importance of the second part 
(transposition from the abstract to the concrete), but also that the "flexibility, speed, and 
decentralization necessary to address Internet policy chalienges"S-like balancing the dangers 
of data with its benefits-can come only from a self-regulatory process such as the Commerce 
Department has proposed to facilitate. 6 

Berin Szoka (@BerinSzoka) is President ofTechFreedom, a non-prolit, non-partisan technology policy think 
tank. He has written and commented extensively on consumer privacy. In particular, he testified on COPPA 
before the Senate Commerce Committee on April 29, 2010, available at http://tch.fm/syexUo, ("Szoka 

Testimonl')· 

http:// ene rgyco m m erce. h au se.gov /hea rl ngs/h ea rl ng deta II. as px? News I D=9404 

The White House, Consumer Data Privacy In a Networked World: A Framework lor Protecting Privacy and 
Promoting Innovation in the Global Digital Economy (IIWhite House Reporf'), 

!iliP: /lwww •. .!l...h ite h.Q!d.5~yj sites! d efa u It! fi le5L p riv a cy· Ii n a I. od I, 

Federal Trade Commission, Protecting Consumer Privacy in an Era a/Rapid Change: Recommendations/or 

Businesses and Policymakers ("FTC Report"), http://www.ftc.govLos/2012L03/120326privacyreport.pdl, 

White House Report at 23. 

National Telecommunications and Inlormation Administration, Request for Comments, Multistakeholder 

Process to Develop Consumer Data Privacy Cades 0/ Conduct ("NTIA RFC"), 

1899 L ST NW • SUITE 1260 • WASHINGTON, D,C. 20036 

202,681.0871 • inlo@techlreedom.org • @TechFreedom • techfreedom,org 
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But both the White House and FTC propose principles that, while noble in their aspirations, may 
prove counter-productive for consumers if transposed without a careful consideration of the 
real world trade-offs inherent in regulating consumer data practices. Both documents present 
reformulations of the Fair Information Practice Principles. While the White House framework is 
perhaps the best articulation of the FIPPs thus far, the FIPPs alone cannot protect consumers 
effectively-at least not without imposing significant costs and burdens on consumers. The 
devil lies in effective transposition. As the Cato Institute's Jim Harper puts it so eloquently puts 
it: 

Appeals to the [FIPPs] are a ceremonial deism of sorts, boilerplate that advocates 
use when they don't know how to give consumers meaningful notice of 
information policies, when they don't know when or how consumers should 
exercise choice about information sharing and use, when they don't know what 
circumstances justify giving consumers access to data about them, and when 
they don't know how to describe which circumstances-much less which 
systems or what levels of spending-make personal data sufficiently "secure.,,7 

Moreover, neither the White House nor the FTC adequately explores the legal authority and 
institutional capacity necessary to achieve effective enforcement, the real heat of the privacy 
problem. On capacity, Congress has a vital role to play in ensuring that the FTC has a clear plan 
to develop the in-house technical capacity it needs to keep pace with technological change and 
the resources needed to implement that plan. 

Importantly in this regard, developing the capacity to understand and effectively regulate 
technology is as much about ensuring that regulators understand how innovative technology 
confers benefits on consumers as it is about ensuring that regulators understand how new 
technology doesn't impose imaginary costs. As technological advance brings about ever more 
effective means of collecting and analyzing information, there is a tendency to view this 
through the lense of harm-to see such advances as ever more intrusive and potentially 
harmful. Forty years ago, the great economist Ronald Coase warned us: "If an economist finds 
something-a business practice of one sort or another-that he does not understand, he looks 
for a monopoly explanation. And as in this field we are very ignorant, the number of 
understandable practices tends to be very large, and the reliance on a monopoly explanation, 
frequent."s The same risk arises here-that, finding a technology that they don't understand, 
regulators will look for a nefarious (or "unfair") explanation, overestimating harms to users (the 
more easily seen) and understating benefits (the more likely unseen).9 Ensuring that regulators 

b1!Qs :/Iwww.federalregister.gov/articles/2012/03/05/2012-52 20/ multi sta ke h 01 d e r ·process-to-d eve)QQ:: 
£Q.1l~l!_IJ:L~~ ate! -p rivacy'::cod es-gf -con duct. 

Jim Harper, Reputation Under Regulation: The Fair Credit Reporting Act at 40 and Lessons for the Internet 
Privacy Debate, Cat a Policy Analysis No. 690 (Dec. 8, 2011), http://www.cato.org/pubs/pas/PA690.pdf. 

Ronald Coase, Industrial Organization: A Proposal for Research, in 3 Policy Issues and Research Opportunities in 
Industrial Organization, 59, 67 (Victor Fuchs ed. 1972). 

See Frederic Bastiat, What Is Seen and What Is Not Seen, http://www.econlib.org/library/Bastiat/basEss1.html 
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have the capacity to keep up with technological change is thus essential to facilitating both 
effective and appropriately restrained enforcement. 

On authority, the FTC could do more with its existing unfairness authority to build a quasi
common law through enforcement actions and written guidelines on consumer data practices 
that cause greater consumer injury than benefit and which consumers themselves cannot 
reasonably avoid. The Unfairness Doctrine is a powerful tool by which the FTC can punish 
either practices not addressed by self-regulation or companies that simply choose not to abide 
by self-regulation. But it is precisely because this tool is so powerful that its use was carefully 
limited by the FTC in 1980-and should remain SO.'0 If the Unfairness Doctrine proves too 
limited in the non-economic harms it recognizes, Congress should craft legislation narrowly 
tailored to those harms, rather than allowing the FTC to expand the scope of the Unfairness 
Doctrine in general. But even in legislating based on a somewhat broader conception of harm, 
Congress should heed the basic approach of the Unfairness Doctrine, which remains a sound 
basis for effective consumer protection: weigh consumer harm against consumer benefit and 
intervene only where consumers themselves cannot reasonably avoid the harm, such as 
through their own use of more effective privacy controls. 

If Congress is ever to grant the FTC new authority in this area, it should at least wait to learn 
from the self-regulatory process. Congress should assess the failure or success of the overall 
self-regulatory system in three ways: 

1. Enforcement: Can compliance with self-regulatory codes of conduct be policed 
effectively? If not, how can industry self-enforcement of self-regulation be 
strengthened? And how can FTC enforcement based on deception be enhanced? 

2. Outside Self-Regulation: Can companies that remain outside self-regulation be policed 
effectively? If not, to what extent is the problem that the FTC lacks institutional capacity 
to use its unfairness authority effectively or that its legal authority is too limited because 
the limits on the Unfairness Doctrine make successful litigation too difficult? 

3. Scope & Evolution: Does self-regulation adequately address privacy practices that, on 
net, harm consumers and cannot be reasonably avoided by consumers themselves? 

In the first two cases, policymakers would do well to heed the paraphrase of an old adage 
about malice:" never attribute to a lack of legal authority that which can be adequately 
explained by a lack of institutional capacity. Of course, institutional capacity only goes as far as 
the FTC's legal authority, but where capacity is lacking, how can we know whether authority is 
really inadequate? 

10 FTC Policy Statement on Unfairness ("Unfairness Policy Statementll
), appended to International Harvester Co., 

104 FTC. 949, 1070 (1984). See 15 U.S.c. § 45(n). 

11 Hanlon's Razor is an eponymous adage that reads: "Never attribute to malice that which is adequately 
explained by stupidity." See, e.g., http://en.wikipedia.org(wiki/Hanlon's razor. 
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II. A "Bill of Rights" for Consumer Privacy? 

It was President Kennedy who first introduced a Consumer Bill of Rights in a speech to Congress 
in 1962.12 So it is hardly unprecedented that President Obama should choose a similar label for 
his consumer privacy framework. No doubt this is a highly effective rhetorical framing that will 
drive action-whether by industry or Congress-on this complicated and often arcane topic. 
But the "Bill of Rights" term is problematic in two senses. 

First, the Report begins and ends as constitutional sleight-of-hand. President Obama starts by 
reminding us of the Fourth Amendment's essential protection against "unlawful intrusion into 
our homes and our personal papers"-by government. But the Report recommends no reform 
whatsoever for outdated laws that have facilitated a dangerous expansion of electronic 
surveillance. In other words, while the White House embraces the "Consumer Bill of Rights" 
rhetoric, the real Bill of Rights is in peril. This was precisely the message sent by a unanimous 
Supreme Court two months ago in its iones decision.13 Indeed, five Justices called on Congress 
to remedy this situation by updating outdated laws intended to implement the Fourth 
Amendment's protections in digital technologies. 14 The gravest threat to our privacy comes 
from Congress's failure to enact such reforms-while instead focusing its limited attention on 
legislation mandating that private companies retain more information about how we use the 
Internet, which law enforcement could access without judicial scrutiny,'S and cybersecurity 
legislation designed to facilitate the monitoring of user communications. '6 Unfortunately, the 
White House Report dismisses such concerns in the first footnote. '7 

Second, conceptualizing privacy in "rights" terms, while emotionally appealing, is deeply 
problematiC. The rights contained in the real Bill of Rights stand between us and our 
government, whose proper purpose is to protect our negative rights to life, liberty and the 
pursuit of happiness. "Rights" are, in philosophical parlance, often conceived as "trumps" over 
mere "interests"-in other words, not subject to trade-offs or balancing, except perhaps with 

12 John F. Kennedy, 93 - Special Message to the Congress on Protecting the Consumer Interest, Mar. 15, 1962, 
available at http:(/www.presidency.ucsb.edu/ws/?pid-9108. 

13 U.S. v. Jones, 565 US _ (2012), http://www,supremecourt.gov!opinions!11pdf/lO-1259.pdf. 

14 Id.; Berin Szoka & Charlie Kennedy, Supremes to Congress: Bring Privacy Law Into 21st Century, CNET, Jan. 29, 
2012, http://nows. cn ot. co 01/8301-135 7 8 3-57368025-38/ sup rem es- to-co n gre ss -b ri ng -p riva (y-Iaw-i nto -21 st
centur/. 

15 Berin Szoka, Leading Free Market Groups Urge Congress ta Update Key U.s. Privacy Law, TechFreedom, April 6, 
2011, http:Utechfreedom.org/blog/2011/04/06/leadin g-free-ma rket -grou ps-u rg e-co ng ress-u pd ate-key-u s

Q!j~~y.:.!Ejy. 

16 Cybersecurity Act of 2012, 1I2th Congress (20l2}, b1!Q1!..YL~~cs~'l!~9..QwntQ..ClQLthe~cvbersecurity-
3ct·of-2012-s-2105; Jim Harper, The Senate's SOPA Counterattack?: Cybersecurity the Undoing of Privacy, 
Cato@Liberty, Feb. 9, 2012, h.t.q,.:LL'!!.\l['!!."ajo-al:I.LQerty.orgLthe-sen ates-sQJla-(ounterattack-cybersecu rity-the
undoingnof -privalli. 

17 !'This framework is concerned solely with how private-sector entities handle personal data in commercial 

se ttings. A separate set of constitutional and statutory protections apply to the government's access to data that 
is in the possession of private parties.!! White House Report at 5 n. 1. 
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other rights. ' • This is essentially the European conception of privacy as a "fundamental human 
right." It conceives of privacy as a positive right, rather than the sort of negative right 
recognized under U.S. law. It is also essentially a property right in personal information, a 
problematic concept when applied to personal information. '9 

III. The Power, Risks and Benefits of Data 

The privacy debate rests on a recognition of the growing power of data to shape our lives. But 
largely because of the conceptualization of privacy as a positive (fundamental) right, or a strict 
property right in personal information, the privacy debate has been systematically biased by an 
over-statement of the risks and an under-statement of the benefits of data. A more realistic 
debate would begin by weighing real privacy harms (a subject discussed below in the context of 
the FTC's Unfairness Doctrine) with information benefits such as: 

• Enhanced advertising revenues for publishers of content and services that might 
otherwise have difficulty funding their offerings by charging for data, especially in 
markets where marginal costs are lower or zero (and basic economic theory would 
suggest that competition will inevitably drive prices towards zero). 

• More effective advertising, which in turn means 
o More relevant, and potentially less annoying/interruptive advertising for 

consumers; 
o Better correlation between the production of content and services, and 

consumer 

o preferences; 
o lower prices for consumers and greater innovation throughout the economy; 

o Better non-commercial messaging, too; and 

o More vibrant media and improved political discourse and communities20 

• Serendipitous innovation based on the discovery of unexpected uses of data. 

As discussed below, the FTC's existing Unfairness Doctrine provides a sound vehicle for 
weighing harms with benefits, and regulating only where users cannot reasonably avoid a 
harmful practice. But more generally, balancing risks realistic assessment of the degree to 
which a particular data set is likely to be tied back to a particular user at all. 

18 Leil Wenar, "Rights", The Stanlord Encyclopedia 01 Philosophy (Fall 2011 Edition), Edward N. Zalta (ed.), 
http://pl ato .sta n! ord. e d u/ arch ives/! al120 11/ entries/rights/ #5.1. 

19 See generally Larry Downes, The Lows of Disruption: Harnessing the New Forces that Govern Ufe and Business 

in the Digital Age 70-71 (2009). 

20 See generally Berin Szoka, Privacy Trade-Offs: How Further Regulation Could Diminish Consumer Choice~ Raise 
Prices, Quash Digital Innovation & Curtail Free Speech, Comments the FTC Privacy Roundtables (Dec. 7, 2009), 
available at http://www.ftc.gov/os/comments/privacyroundtable/544506-00035.pdl 
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IV. Pil, Anonymization & Re-Identification 
The FTC's 2010 Preliminary Staff Report hinted that the agency might abandon the traditional 
distinction between PII and non-PII on the grounds that relevance of this distinction is 
decreasing as it becomes possible to identify anonymous data sets, or to re-identify de
identified data.21 But in the face of criticism, the final FTC Report changed course and clarified 
that "data is not 'reasonably linkable' to the extent that a company: (1) takes reasonable 
measures to ensure that the data is de-identified; (2) publicly commits not to try to re-identify 
the data; and (3) contractually prohibits downstream recipients from trying to re-identify the 
data." This is an eminently sensible compromise. 

While the White House Report does not explicitly address the debate that has raged behind this 
reversal of positions, nor does it emphasize the importance of de-identification in general, it 
does specifically call for de-identification as a core element of its "Transparency,,22 and 
"Focused Collection,,23 principles. 24 

Ensuring proper de-identification should be a core goal of self-regulation-and legislation, if 
that proves necessary. Balancing realistic risks of re-identification with a realistic assessment of 
harms likely to flow from re-identification is essential to ensuring that privacy regulation (and 
self-regulation) benefits consumers. As Brooklyn Law School professor Jane Yakowitz explains 
in her seminal 2011 law review article, Tragedy of the Data Commons: 

Accurate data is vital to enlightened research and policymaking, particularly 
publicly available data that are redacted to protect the identity of individuals. 
Legal academics, however, are campaigning against data anonymization as a 
means to protect privacy, contending that wealth of information available on the 
Internet enables malfeasors to reverse-engineer the data and identify individuals 
within them. Privacy scholars advocate for new legal restrictions on the 
collection and dissemination of research data. This Article challenges the 
dominant wisdom, arguing that properly de-identified data is not only safe, but 
of extraordinary social utility. It makes three core claims. First, legal scholars 
have misinterpreted the relevant literature from computer science and statistics, 
and thus have significantly overstated the futility of anonymizing data. Second, 
the available evidence demonstrates that the risks from anonymized data are 
theoretical - they rarely, if ever, materialize. Finally, anonymized data is crucial to 

21 FTC 2010 Report at 39. 

22 "[Clompanies should provide clear descriptions of what personal data they collect, why they need the data, 
how they will use it, when they will delete the data or de-identify it from consumers, and whether and for what 
purposes they may share personal data with third parties." White House Report at 14 (emphasis added). 

23 "Companies should securely dispose of or de·identify persona! data once they no longer need it, unless they are 
under a legal obligation to do otherwise." White House Report at 21 (emphasis added). 

The Report also notes that the Department of Health and Human Services "plans to issue additional guidance 
on the HIPAA Privacy Rule's "minimum necessary" standard and on de-identification of health information 
under the HIPAA Privacy Rule. White House Report at 43. 



100 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00104 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
05

9

Testimony of TechFreedom on White House Privacy Report 

beneficial social research, and constitutes a public resource - a commons - under 
threat of depletion. The Article concludes with a radical proposal: since current 
privacy policies overtax valuable research without reducing any realistic risks, 
law should provide a safe harbor for the dissemination of research data.zs 

V. Individual Control 

Page 7 

The White House's first principle is that "Consumers have a right to exercise control over what 
personal data companies collect from them and how they use it." This is probably the most 
viscerally compelling principlez6 but is deeply problematic if understood as a "right" to be 
strictly enforced rather than an aspirational principle to be transposed pragmatically, 
depending on the trade-offs inherent in the real world. Hence, the vital importance of the 
word "appropriate." 

The concept has its roots in the original 1890 law review article by Warren and Brandeis that 
gave birth to modern privacy law, where they declared that: 

Recent inventions & business methods call attention to ... the right "to be let 
alone." Instantaneous photographs & newspaper enterprise have invaded the 
sacred precincts of private and domestic life; and numerous mechanical devices 
threaten to make good the prediction that "what is whispered in the closet shall 
be proclaimed from the house-tops. ",27 

By contrast, the Supreme Court ruled in 1967 that: 

Exposure of the self to others in varying degrees is a concomitant of life in a 
civilized community. The risk of this exposure is an essential incident of life in a 
society which places a primary value on freedom of speech and of press. 28 

In other words, much as we might want a right to keep people from speaking about us, we do 
not have, as the White House Report suggests if read literally, "a right to exercise [absolute] 
control over what personal data companies collect from [us] and how they use it."z9 UCLA Law 
professor Eugene Volokh explained this best in his seminal 2000 law review article, "Freedom of 
Speech, Information Privacy, and the Troubling implications of a Right to Stop People from 
Speaking About You.": 

25 Jane Yakowitz, Tragedy o/the Data Commons, 25 Harv. J. of Law & Tech 1 (Fall 20ll), 
b!!!!lLpapers.ssrn.com/soI3/papers.cfm ?abstraet id=1789749. 

25 "Properly defined, privacy is the subjective condition people experience when they have power to control 

information about themselves." Jim Harper, Cato Institute, Understanding Privacy - and the Real Threats to it, 
Cato Institute Policy Analysis No. 520, Aug. 4, 2004, http://www.eato.org!pub_display.php?pubJd=1652. 

27 Warren & Brandeis, The Right to Privacy, 4 Harv. L. Rev. 193 (Dec. 15, 1890), available at 

bl1l2Jig[CJ.b!Q'd;Sail1IJiLt<!J!Lmac/clas<;g<;jIi~§Q2Lill'.1iclesJJ)Jil@j:YLP-'ivdey brand warr2.html. 

28 Time, Inc. v, Hill, 385 U.S. 374, 388 (1967). 

29 White House Report at 1. 
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Government attempts to let us "control ... information about ourselves" sound 
equally good: Who wouldn't want extra control, especially of things that are by 
hypothesis personal? And what fair-minded person could oppose requirements 
of "fair information practices"? 

The difficulty is that the right to information privacy-the right to control other 
people's communication of personally identifiable information about you-is a 
right to have the government stop people from speaking about you. We already 
have a code of "fair information practices," and it is the First Amendment, which 
generally bars the government from "control[ling the communication] of 
information" (either by direct regulation or through the authorization of private 
lawsuits, whether the communication is "fair" or not. While privacy protection 
secured by contract turns out to be constitutionally sound, broader information 
privacy rules are not easily defensible under existing free speech law.3o 

There are also real costs to choice, and benefits of having no choice, as Indiana University Law 
professor Fred Cate argues in his essay, "The Failure of Fair Information Practice Principles": 

In some cases, consent may be undesirable, as well as impractical. This is true of 
press coverage of public figures and events, medical research, and of the many 
valuable uses of personal information where the benefit is derived from the fact 
that the consumer has not had control over the information. This is certainly true 
of credit information: its value derives from the fact that the information is 
obtained routinely, over time, from sources other than the consumer. Allowing 
the consumer to block use of unfavorable information would make the credit 
report useless.31 

These practical and constitutional realities are already recognized by U.S. privacy law. The Fair 
Credit Reporting Act, for example, does not allow us to control what others say about our credit 
history, but instead gives us access and correction rights to make sure the information on which 
they base what they say about us is accurate. 32 This is premised not on our ownership of "our" 
information, but on the clear harms that can follow from inaccurate speech about us. While 
the FCRA is far from perfect,33 it is at least an example of how a harms-based approach can 
serve as the basis for preventing harmful uses of information about us. And this example 
illustrates that even a principle as appealing as individual control cannot be treated as a "right" 
but must be transposed carefully to apply to a particular privacy problem. 

30 Eugene Volokh, Freedom of Speech, Information Privacy, and the Troubling Implications of a Right to Stop 
People from Speaking About You, 1999, available at 
bltJULpa pe rs. ",rn. com.i sol3/p a pers. ,fm ? a b stra c.LLc! = 2 0046'L 

31 Fred H. Cate, The Failure of Fair Information Practice Principles, 2006, available at 

http://ssrn.com/abstract=1156972. 

32 Fair Credit Reporting Act (FCRAL 15 U.S.c. § 1681 et seq., available at 
http://www.ftc.gov/os/statutes/031224fcra.pdf. 

33 Harper, Reputation Under Regulation, supra note 7. 
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VI. Transparency 

In some ways, the transparency principle is perhaps universally embraced in the White House 
Report. While many questions remain over whether we can rely on notice of a company's 
privacy practices, and some, like Fred Cate note the costs and failures of notice,34 it does 
remain a sound aspirational principle that must be transposed effectively. 

The main shortcoming of this principle is that it contemplates that the work of notice will be 
done primarily, if not entirely, by "plain language statements about personal data collection, 
use, disclosure, and retention." While such statements are important and should be made 
more readable and conspicuous where feasible, as the FTC Report also proposes/s they should 
be supplemented in two key ways. 

First, companies should be encouraged to educate consumers through more accessible forms of 
notice that explain privacy policies and practices, as the FTC Report contemplates. This could 
include short videos such as on Google's Privacy Channel on YouTube/6 FAQs, just-in-time 
notices about how mobile apps collect data, and so on. The FTC should be commended for 
making this general inquiry the focus of its upcoming May Workshop.37 

Second, the White House missed an opportunity to promote the concept of "Smart Disclosure" 
developed by Cass Sunstein, director of the Office of Information and Regulatory Affairs, a close 
advisor to the President, and a widely respected thinker in law, policy and technology. In an 
OIRA memo to agency heads issued last fall, Sunstein defined "smart disclosure" as: 

the timely release of complex information and data in standardized, machine 
readable formats in ways that enable consumers to make informed decisions. 
Smart disclosure will typically take the form of providing individual consumers of 
goods and services with direct access to relevant information and data sets. Such 
information might involve, for example, the range of costs associated with 
various products and services, including costs that might not otherwise be 
transparent .... In many cases, smart disclosure enables third parties to analyze, 
repackage, and reuse information to build tools that help individual consumers 
to make more informed choices in the marketplace. 

This provides a powerful vision for reconceiving transparency as something that can be 
technologically intermediated-meaning that a company's disclosure of its privacy practices 
(among other things) need no longer be limited to the simplified form of its plain language 

34 HBusinesses and other data users are burdened with legal obligations while individuals endure an onslaught of 
notices and opportunities for often limited choice. Notices are frequently meaningless because individuals do 
not see them or choose to ignore them, they are written in either vague or overly technical language, or they 
present no meaningful opportunity for individual choice." Cate, supra note 31, at 1. 

35 FTC Report at 61. 

36 The Google Privacy Channel, YouTube, http://www.youtube.com/googleprivacy 

37 Press Release, Federal Trade Commission, FTC Will Host Public Workshop to Explore Advertising Disclosures in 
Online and Mobile Media on May 30,2012, Feb. 29, 2012, http://www.ftc.gov/opa/2012/02/dotcom.shtm. 
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disclosure (though, as discussed below, they should be consistent, or punished under the FTC's 
deception authority). Meaningful smart disclosure on privacy could bypass much of the current 
debate about the failure of effective notice to empower consumers by making "notice" 
technologically actionable: Users could subscribe to the privacy recommendations of, say, 
Consumer Reports, or any privacy advocacy group, which in turn could set their phone to warn 
them if they install an app that does not meet the privacy practices those trusted third parties 
deem adequate. Or, more simply, such a system could work for communicating whether a site, 
service or app acedes to a particular self-regulatory code of conduct-and phone privacy 
controls could be set by default to provide special notices when users attempt to install apps 
that do not certify compliance with self-regulatory codes of conduct.. 

Further, as the FTC Report notes, "Machine-readable policies, icons, and other alternative 
forms of providing notice also show promise as tools to give consumers the ability to compare 
privacy practices among different companies.,,38 Again, the example of an app store might 
illustrate how such comparisons could work, allowing users trying to choose between several 
competing apps to compare their privacy practices side by side. 

The FTC Report contemplates a particular application that as Commissioner Brill put it in a 
public response to my question at a Direct Marketing Association event on the day the FTC 
Report was released, " ... is the first step towards structured disclosure more generally.,,39 
Specifically, the FTC Report proposes that: 

the data broker industry explore the idea of creating a centralized website where 
data brokers that compile and sell data for marketing could identify themselves 
to consumers and describe how they collect consumer data and disclose the 
types of companies to which they sell the information. Additionally, data 
brokers could use the website to explain the access rights and other choices they 
offer consumers, and could offer links to their own sites where consumers could 
exercise such options. This website will improve transparency and give 
consumers control over the data practices of companies that maintain and share 
data about them for marketing purposes.4Q 

This concept merits exploration as a way of remedying the lack of transparency regarding 
companies that currently lack a direct way of offering transparency to those whose data they 
collect-provided the term "data broker" is defined appropriately. This could be an excellent 
test case for encouraging smart disclosure through self-regulation-but only if it can be 
implemented in a way that actually improves transparency for consumers and proves feasible 
for companies. 

38 FTC Report at 62, 

39 Keynote Address by FTC Commissioner Julie Brill at DMA in DC 2012, March 26, 2012, http://newdma.org/dma
in-de 

40 FTC Report at 69. 
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VII. Transposition of Principles 

Setting aSide the first question raised at the outset (choosing the right principles), the core 
problem remains a practical one: How to translate a set of principles (or "rights") into workable 
guidelines and, where appropriate, binding rules that inform how data flows across the Internet 
through countless interactions every minute and through technologies yet to be conceived. 

The Report aptly summarizes the virtues of "open, transparent multistakeholder processes": 
"when appropriately structured, they can provide the flexibility, speed, and decentralization 
necessary to address Internet policy challenges."o1 American reliance on multistakeholder 
processes has, as the Report notes, allowed the U.S. Internet policy to avoid "fragmented, 
prescriptive, and unpredictable rules that frustrate innovation and undermine consumer 
trust.,,4' (This essentially affirms what the FTC said in its 1999 report on privacy: "[S]elf
regulation is the least intrusive and most efficient means to ensure fair information practices, 
given the rapidly evolving nature of the Internet and computer technology.,,43) 

But just as the value of privacy principles depends on their transposition into real-world 
guidelines, that process of transposition depends on whether it is "appropriately structured."o4 
In both cases, what matters is not the intention, but the process, for the process is what 
determines the outcome. If we wish to avoid "failure by design," we must take care to answer 
the following critical questions carefully. 

First, what role will government play? The White House Report says, "The Federal Government 
will work with stakeholders to establish operating procedures for an open, transparent process. 
Ultimately, however, the stakeholders themselves will control the process and its results.,,45 
Fulfilling this promise requires that, if government officials actually serve as facilitators for the 
process, they must remain neutral conveners, and the principles contained in the White House 
Report must be clearly understood as one set of hortatory principles, rather than criteria by 
which the success of the self-regulatory process must be judged. 

This is the most important factor separating the kind of self-regulation praised by the White 
House and what the Europeans call "co-regulation." In self-regulation, government may 
suggest aspirational principles (as the White House has done) and playa convening role, but in 
co-regulation, government "steers while industry rows," steering the proces5 to determine its 
outcome. Co-regulation is, in fact, just another vehicle for governmental regulation; and while 
it might seem comfortably familiar to European privacy regulators, it cannot be relied on to 
deliver the workable policy framework that can only be forged in a true self-regulatory process 
as a voluntarily agreed upon compromise among many stakeholders with conflicting interests. 

41 Id, at 23. 

42 Id. at 24. 

43 1999 FTC Report at 6. 

White House Report at 24. 

45 Id. at 24. 
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While the experience of the Digital Advertising Alliance,46 for example, is a great example of 
how a multi-stakeholder process can achieve industry consensus on a difficult set of issues, it 
verges on co-regulation in one key respect: This process is not a high-level framework such as 
that proposed by the White House Report, but a sector-specific set of principles for online 
behavioral advertising developed by the FTC.4

? However admirable the end result, the more 
specifically government sets the basic contours of the self-regulatory process, the more likely 
that process is to produce outcomes that prove unworkable to some in industry. 

Indeed, the less the multistakeholder process verges on co-regulation, the lower the risk of 
another failure point in the self-regulatory process: a legal challenge by a company that the 
process constituted government action that should have been subject to normal rulemaking 
requirements, or that it exceeded the jurisdiction of whichever agency might run the process. 

Second, just how "open" and "transparent" must the process be? Requiring all discussions to 
take place in public would chill the very open dialogue among companies about their 
technologies and business practices necessary to allow self-regulation to distill widely dispersed 
expertise into workable compromises. This reality demands that at least some negotiations be 
conducted in private, without government or privacy advocates in the room-because both 
could use information derived from these negotiations in litigation against (or at least public 
criticism of) particular companies, something that would chill candid participation by those 
companies. 

Third, how will civil society groups participate in the process? If they may exercise a "heckler's 
veto," they could derail the process. On the other hand, they may prove invaluable to the 
success of the process so long as their criticism is constructive, offering concrete suggestions on 
how to better protect privacy. And to the extent they can support the codes of conduct that 
result from the process, or at least the legitimacy of the process that produced them, the 
evolving U.S. privacy regime will benefit from greater acceptance by the public and our 
International partners. Of course, they need not accept these codes as the final word on the 
matter, and remain free to produce their own "minority report" or lobby for legislation in a 
particular area. 

The model of the Digital Advertising Alliance is thus further instructive: Industry responded to 
the problem identified by the FTC's 2009 "Self-Regulatory Principles For Online Behavioral 
Advertising" by convening their own multi-stakeholder process behind closed doors, resulting in 
a set of principles unanimously approved by the participating companies. 4s The DAA published 
a draft report, solicited feedback from privacy advocates and the FTC, and reconvened their 
process to produce a final code of conduct, to which they unanimously certified. 

46 Digital Advertising Alliance, Self-Regulatory Principles for Mufti-Site Data (2011), 
h\1P-.Jlwww.ab01L\~.~lTlf9ilisou~Qpwnl®d/MuW.:~jj;~:Data-Principles.pdf. 

47 Federal Trade Commission, Self-Regulatory Principles for Online Behavioral Advertising (2009), 
bJlQ;il;vwwJ1f,pov/os/20Q2f.Q;'/P085400behavadrel1Q[J:,pJjf. 

4B Digital Advertising Alliance, Self-Regulatory Principles for Online Behavioral Advertising (2009), 
http:// www.ab 9 u ta ds. info /res 0 u reel d own I oa d I seve n -pri n ci pi es-07 -0 1·09, pd f_ 
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Fourth, by whom will self-regulatory codes of conduct be subject to approval? The White 
House Report merely says "the stakeholders themselves will control the process and its 
results,,49 but does not clarify what that means. Outrageous as it will surely seem to some, it 
must be industry itself that determines whether to approve a code of conduct. Otherwise, the 
process will fail because companies simply will not abide by the codes of conduct it produces. 
This is likely to be the most controversial aspect of designing the multi-stakeholder process 
because the expectations of privacy advocates are simply unrealistic. For example, in testimony 
before this Subcommittee last October, Pam Dixon of the World Privacy Forum demanded 
"Consumer, public interest and other independent representatives must be fully represented (if 
pOSSible, up to 75 percent or more) on the governing bodies of self-regulatory schemes."so 

Given such expectations, not getting to vote at all on approval will be a difficult pill for many 
well-meaning privacy advocates to swallow. But they can still meaningfully shape the outcome 
of these self-regulatory processes even without voting on the final product, not only through 
their official input in the process, but through their ability to channel public pressure on the 
companies that participate. The widespread public opposition to SOPA and PIPA earlier this 
year demonstrated just how powerful public pressure can be. There is no reason why civil 
society groups cannot attempt to use such grassroots pressure to influence the self-regulatory 
process. 

Fifth, regardless of who votes, what will be the mechanism for voting? How high will the 
threshold be for approval, and how will voting power be determined? These are questions best 
answered by professionals with expertise in designing choice mechanisms for multi-stakeholder 
processes. As a number of economists have shown, the outcomes of a voting system are highly 
contingent on its structure.S1 Commissioner Rosch's concern about the danger of capture by 
industry leaders is worth noting.s2 But it nonetheless seems inevitable that voting power will 
have to be related in some fashion to market share. Otherwise, the outcome will be 
determined by who can get more seats at the table-much as the Soviet Union once tried to 
increase its representation in the United Nations by insisting that Soviet Republics like 
Byelorussia and Ukraine deserved their own seats. 53 

49 White House Report at 24. 

50 Testimony of Pam Dixon, Executive Director, World Privacy Forum, Before the Subcommittee on Commerce, 

Manufacturing, and Trade of the House Committee on Energy and Commerce, Oct. 13, 2011, at 11, 
h ltp: /lrep u bl i ca ns. e n ergyco m me rce. house. gOY / Mod i a /fil e/ H ea ri ng 5/ CMT /10 1311/Dixon. pd f. 

51 James Buchanan & Gordon Tullock, The Calculus of Consent: Logical Foundations of Constitutional Democracy, 
fl,t.\IlJiy;ww. oco n lib. erg/I i b ra ry/Bu cha nan /b u ch Cv 3. h tm I. 

52 "(T]he self-regulation that is championed in this area may constitute a way for a powerful, well-entrenched 
competitor to raise the bar so as to create an entry barrier to a rival that may constrain the exercise of undue 

power. That possibility may be blunted by insuring that smaller rivals participate in the adoption of self
regulatory rules, but that may not be practical." Rosch statement, 2010 Draft Privacy Report at E-3. 

53 See N.S. Timasheff, Legal Aspects of the Grant of Three Seats to Russia in the United Nations Charter, 14 
Fordham L. Rev. 180 (1945), http://ir.lawnot.iordham.edu/flr/voI14/iss2/4. 
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Sixth, will there be a shot clock for the process? If so, how will it work? If not, how can we 
ensure that each self-regulatory process work expeditiously and that those companies that 
prove resistant to compromise will not unduly drag out the process as a negotiating tactic? As 
with the voting mechanism, reasonable time limitations that are made clearly ex ante can help 
to avoid process failure-so long as they provide adequate time to resolve the issues specific to 
that process. 

Seventh, how will the initial selection of issues work? The White House Report proposes only 
that "Stakeholder groups, with the assistance of NTIA, will identify markets and industry sectors 
that involve significant consumer data privacy issues and may be ripe for an enforceable code 
of conduct."s4 This conversation is probably one that can happen entirely in public, and would 
very much benefit from the active (and constructive) participation of civil society groups. The 
best way to approach this process may be to create a prioritized list of issues that make sense 
of the basis for a potential code of conduct, either specific to an industry or to a cluster of 
related practices. 

For example, early topics to be considered might include transparency in the mobile ecosystem 
(a topic on which the FTC will hold a workshop in Mals), cross-border transfers of cloud data, 
and transparency regarding "data brokers" whose operations are not directly visible to the 
public (a topic identified as critical by the FTC Report-but without any definition of the broad 
term "data broker"s6). Other topics that may merit attention include the portability of user 
data, interoperability of privacy controls, and machine-readable disclosures (discussed above). 

Finally, how exactly will self-regulatory codes of conduct be updated? By shaping expectations 
during initial negotiation, this question will playa large role in the success or failure of the initial 
process. The White House Report raises as many questions as it answers in this regard with its 
discussion of "evolution": "Stakeholders may decide at any time that a code of conduct no 
longer provides effective consumer data privacy protections, in light of technological or market 
changes."s7 How many? Much like the initial voting mechanism question, industry participants 
need to know ex ante what will be required to re-open negotiation of, and actually amend, a 
code of conduct. This is probably a question best resolved by industry itself in the initial 
negotiations. "NTIA might also ... seek to re-convene stakeholders. As with the initial 
development of a code of conduct, however, stakeholder participation in the process to revise 
a code of conduct would be voluntary."sa So what will constitute an effective "quorum" for a 
revised process? Or will it be sufficient that some companies might accede to a version 2.0 of a 
code? What will happen if a code "forks" into multiple pieces (as sometimes happens with 

54 White House Report at 26. 

55 Press Release, Federal Trade Commission, FTC Will Host Public Workshop to Explore Advertising Disclosures in 
Online and Mobile Media on May 30, 2012, Feb. 29, 2012, http://www.ft~v/opa/2012/02/dotcom.5htm. 

56 FTC Staff Report at 68~70, 

57 White House Report at 27. 

58 Id. 
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open source standards)? If "Congress could prescribe a renewal period for codes of conduct," 
what would be required to renew and extend them? 

VIII. Accountability: Effective Enforcement 

Having discussed the first and second questions identified at the start of this testimony, let us 
now turn to the third: how the FTC can effectively enforce compliance. This has three 
component parts: 

• Institutional enforcement capacity 

• Deception authority 

• Unfairness authority 

The White House Report rightly emphasizes the need for "strong enforcement," but focuses on 
granting new legal authority to the FTC. Before reaching this point, the Report should have 
asked whether the FTC has the enforcement capacity necessary to use its existing authority-or 
to use any new authority it might be given-and whether that existing legal authority is being 
fully realized. 

A. Enforcement by the Reputation Market 

But before turning to turning enforcement by government, it is worth considering the way the 
Internet itself facilitates pressure on companies through the "reputation market" to abide by 
their privacy promises and improve their privacy practices. The social media revolution has 
made it possible for anyone concerned about online privacy to blow the whistle on true privacy 
violations. That whistle may not always be loud enough to be heard, but it's more likely to in 
this sector than any other. Traditional media sources like the Wall Street Journal have played a 
critical role in attracting attention to corporate privacy policies through its "What They Know" 
series,s9 which has been popularized using social media tools. 

Social media tools were recently used to great effect to express grassroots concern about 
proposed copyright legislation. While some Internet companies certainly helped to promote 
these messages, even without their involvement, this experience demonstrates how effective 
social media activism can be. There is no reason why such techniques cannot be used 
effectively against major Internet companies themselves, just as Facebook users have used 
Facebook itself to rally opposition to Facebook on privacy concerns such as its Beacon ad 
targeting system.50 Among the most important factors driving companies to participate 

" What They Know, Wall St. J., 2012, http://blogs.wsi.com/~. 

60 See, e.g., Kirsten E. Marti, Facebook (A): Beacon and Privacy 3 (2010), available at 

hlli1;.iLwww.darden.virgini ".ed u!corporate-ethicsMfLFacebook%20 A business ethics-case bri-1Q06<UJill 
("The online community responded immediately to this intrusion. MoveOn.org created a Facebook group 
-Petition: Facebook, stop invading my privacy that stated: -Sites like Facebook must respect my privacy. They 
should not tell my friends what I buy on other sites-or let companies use my name to endorse their 
products-without my explicit permission The Facebook group and petition had 2,000 members within the first 
24 hours and eventually grew to over 80,000 names."). 
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constructively in the multi-stakeholder process, to forge meaningful privacy protections, and to 
abide by them will be the fear of a Wall Street Journal article, a social media frenzy, or 
organized campaign demanding action on a particular privacy problem. 

B. Enhancing the FTC's Institutional Technical Capacity 

Effective FTC enforcement requires the technical knowledge of the industry. Chairman 
Leibowitz deserves credit for appointing the agency's first Chief Technologist. 61 But even with 
someone as talented as Ed Felten in that position, the FTC is still way behind the curve: Ed's title 
is not Chief Technology Officer because there is no office behind him. Just over five years ago, 
Peter Swire called on the agency to "consider a new office of information technology to assist 
the Commission in making effective decisions about how to protect consumers in Internet 
activities. This office would parallel the FTC's in-house capability in economics, and would 
permit the FTC to act strategically to protect consumers from emerging online threats.,,62 

Specifically, the Report should have called for a clear strategic plan outlining (a) how to build 
the in-house technical expertise it needs (beyond basic IT infrastructure) to identify 
enforcement actions, support successful litigation, monitor compliance, and conduct long-term 
planning and policy work, and (b) the resources necessary to achieve that goal through a 
combination of re-prioritizing current agency spending and additional appropriations. 
Importantly, this organization should function as a cohesive team that meets the needs for 
technical expertise of all the FTC's bureaus and offices (including the Bureau of Competition). A 
stand-alone organization could, like the Bureau of Economics, better attract and retain talent. 

These suggestions in no way diminish the important enforcement work done by the FTC's 
hardworking staff. To the contrary, it is unfair and unrealistic to expect the FTC to fulfill its 
consumer protection mission in the face of massive technological change without the expertise 
required to stay ahead of that change. If, in the last five years, policymakers had spent a 
fraction as much time on improving the FTC's institutional capacity as inventing new authority, 
the U.S. privacy regime would be far more effective in protecting consumers and ensuring their 
trust, and less easily dismissed as inadequate by foreign privacy regulators. 

C. Enhancing the FTC's Deception Authority through Smart Disclosure 

Punishing deception is the bedrock of the FTC's current privacy regime 63-and it will the the 
ultimate tool for ensuring accountability by companies to the self-regulatory codes of conduct 
to which they subject themselves. Yet both the White House Report and the FTC Report miss 

61 Federal Trade Commission, FTC Names Edward W. Felten as Agency's Chief Technologist; Eileen Harrington as 
Executive Director, Nov. 4, 2010, http://www.ftc.~LQmtC~QlQLUillg9.shtm. 

61 Peter Swire, Funding the FTC: Globalization and New Information Technologies Necessitate on Appropriations 
Boost, February 26, 2007, http://www.americanprogress.org/issues/2007ta2/ftc.htm.! 

63 "[T]he Commission will find deception ilthere is a representation, omission or practice that is likely to mislead 
the consumer acting reasonably in the drcumstances, to the consumer!s detriment.!! FTC Policy Statement on 
Deception, 1983, http://www.ftc.gov/bcp/policystmt/ad-decept.htm (appended to (Iiffdale Associates, Inc., 
103 F.T.C. 110, 174 (1984)). 
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an important opportunity to enhance the FTC's deception authority through the enforcement 
of structured, machine-readable disclosures. 

At a minimum, such disclosures could be used to indicate which self-regulatory codes of 
conduct the site or service complies with. This, in turn, should facilitate FTC enforcement by 
allowing the agency to easily determine the universe of companies acceding to the code. 

In a more robust form, machine-readable disclosures could also be used by companies that 
want to accede to most of a code of conduct but not to particular components of its rules-or 
all of a code, plus additional protections. This might create a practicable way of managing 
enforcement of a multiplicity of codes of conduct without requiring binary all-or-nothing 
compliance. That, in turn, might help to facilitate both successful resolution of the 
multistakeholder process and continuing competition on privacy. In other words, companies 
are more likely to treat codes of conduct as a floor for their practices, rather than a ceiling, if 
they can be rewarded for exceeding the basic requirement of a code. 

But to succeed in promoting the White House's Accountability principle, smart disclosures must 
be as legally enforceable as the plain language versions to which they correspond. The 
Deception Doctrine requires that a misrepresentation or omission be both likely to mislead a 
consumer and "material.,,54 Thus, for example, a machine-readable statement about corporate 
privacy practices that was implemented as an industry standard but never adopted in any way 
that consumers actually relied upon might not be subject to a deception action, no matter how 
misleading a disclosure in that format might be. On the other hand, once relied upon by even a 
relatively small group of consumers, such a disclosure system should be legally enforceable 
under the Deception Policy Statement, which specifically notes that, "If the representation or 
practice affects or is directed primarily to a particular group, the Commission examines 
reasonableness from the perspective of that group.,,5S In other words, even if only a relatively 
niche group of "power users" used a setting in their app store to limit installations to apps that 
complied with certain privacy practices, or acceded to particular codes, these representations 
should be enforceable by the FTC. 

Unfortunately, such case of widespread deception has persisted for many years without an FTC 
enforcement action. In 2002, W3C published P3P: The Platform for Privacy Preferences,56 
which allows websites to describe their privacy practices in a compact privacy policy. Internet 
Explorer, starting with version 6 (released in 2001), will, by default, not load third party cookies 
from sites that do not have a compact privacy policy.57 It was widely known for many years 
that many companies created compact privacy policies that did not correspond to their human
readable privacy policy (or their actual privacy practices), but in 2008 Lorrie Faith Cranor 

64 Id. 

65 Id. 

" Platform for Privacy Preferences (P3P) Project, Enabling Smarter Privacy Tools for the Web (2007), 
hllrU /www.w3.org/P3PL. 

67 Privacy in Microsoft Internet Explorer 6, MSDN, http://msdn,microsoft.com/en·us/library/msS37343,aspx 
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published a research paper documenting widespread mis-statements in P3P policies. 58 In 
December, a federal court dismissed a suit against Amazon on similar grounds for lack of 
standing,59 making it clear that if P3P policies are to be enforced, the task must fall to the FTC. 

While the FTC has never, to my knowledge, explained why it has not brought an enforcement 
case based on P3P misrepresentations, one possible explanation is that they have concluded 
that the lEG implementation is inadequate to demonstrate that the representations within the 
compact privacy actually mislead consumers, as the Deception Policy Statement requires, 
because lEG requires only that a site have a policy, not that the policy say anything in particular. 

If so, the lesson is that any self-regulatory effort geared toward using machine-readable 
disclosures should be conducted in conjunction with those who might develop tools based on 
such disclosures, particularly browser-makers, to ensure that the useful disclosures are 
implemented by useful tools. 

D. Using the FTC's Unfairness Authority 

The FTC's unfairness jurisdiction is often mentioned only as an afterthought, but in fact, as the 
Commission has held, "unfairness is the set of general principles of which deception is a 
particularly well-established and streamlined subset.,,7o As so often happens in policy 
discussions, the Report pays scant attention to the FTC's unfairness jurisdiction, merely noting, 
in a footnote, that it "will remain an important source of consumer data privacy protection .,,71 
In fact, this jurisdiction is the key to how the FTC could effectively police online privacy outside 
of self-regulation-punishing companies that do not participate in self-regulation as well as 
practices that are not prohibited by self-regulation. 

This jurisdiction is a powerful tool against privacy abuses because it allows the FTC to build a 
quasi-common law limiting harmful trade practices as technology evolves. But unfairness can 

68 Lorrie Faith Cranor, Serge Egelman, Steve Sheng, Aleecia M. McDonald & Abdur Chowdhury, P3P Deployment 
on Websites, 7 Electronic Commerce Research and Applications 3, 274-293 (Autumn 2008), pre-print available 
at http://lorrie.cranor.org(pubs(p3p-deployment.html (In a study comparing the actual P3P policies of 21 
popular websites to the corresponding natural language policies, the researchers found that only two P3P 
policies correctly specified the types of data that were being collected. As a result, "users reading only a P3P 

policy might be surprised to find a site coUecting more data than what was advertised." p. 40. All of the sites 

has discrepancies regarding the ways in which collected data may be used. p. 40-41. And "[oJnly six olthe 
websites examined either accurately report their data sharing policies ". or their P3P policies are overly 
inclusive ... in their reporting of data sharing." p. 41.). 

69 Del vecchio v. Amazon, Cll-366-RSL (W.O. Wash.; Dec. 1, 2011), available at 

b1lP~l d oC5J.LJ.S_ti :, • .fQIJ1.Lca 5es(fed era I( dis t ri ct-
fQurts~ii1irJ.gton /wawdce!2 :2011cv00366!174037!58/Q..Qdf7te.=.1322~42930; see 0150 Venkat 
Balasubramani, The Cookie Crumbles for Amazon Privacy Plaintiffs - Del Vecchio v. Amazon, Technology & 
Marketing L. Blog, Dec. 2, 2011, http://blog.ericgoldman.org!archives!2011!12(thecookiecrum.htm. 

70 International Harvester, 104 F.T.C. 949, 1060 (1984) (cited in J. Howard Beales, III, The FTC's Use of Unfairness 

Authority: Its Rise, Fall, and Resurrection, § III, bJ!pj.L",~w.J!c:gQyL'&e.!'.f.b<c?j.l1~."1~/!.!i1.@jr:Q603,shtm 
[hereinafter Beales Paper]). 

71 Report at 27 note 32. 
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be a dangerous legal weapon if unleashed from its current limitations. Understanding the 
checkered history of the Unfairness Doctrine is essential to understanding the evolution of the 
FTC and U.S. consumer protection law more generally. In brief, until 1964, the agency generally 
did not distinguish between unfair acts and deceptive ones. In 1964, the agency defined 
"unfairness" in highly subjective terms, without weighing the benefits of a practice or how 
easily consumers could avoid it.ll This led the FTC on an unfairness rule-making spree, trying to 
regulate everything from funeral home practices to advertising to children-to the point that it 
was dubbed the "National Nanny" by the Washington Post-hardly a Thatcherite bastion. 73 In 
fact, the Democratic Congress responded by briefly shutting down the agency and slashing its 
budget to make it clear that it had not dubbed the agency a regulatory knight errant, free to tilt 
its steely lance at imagined windmills of "unfairness" or "deception.',?4 While this experience 
did serious harm to the FTC's institutional capacity,'S it also led to the formulation of clear 
policy statements on unfairness (in 1980) and deception (in 1983), both at the request of 
Congress. These today provide the basis for the FTC's enforcement actions, and also reasonably 
clear legal standards by which companies may predict their legal liability. In 1994, Congress 
enshrined the Unfairness Policy Statement in the FTC Act itself.?6 

Under the Statement and the 1994 amendment, the Commission applies a two part test. First, 
it asks whether an "unjustified consumer injury" has occurred: 

To justify a finding of unfairness the injury must satisfy three tests. It must be 
substantial; it must not be outweighed by any countervailing benefits to 
consumers or competition that the practice produces; and it must be an injury 
that consumers themselves could not reasonably have avoided. 77 

Second, the FTC will consider: 

whether the conduct violates public policy as it has been established by statute, 
common law, industry practice, or otherwise. This criterion may be applied in 
two different ways. It may be used to test the validity and strength of the 

See generally, Beales Paper, supra note 70. 

73 Id. (citing Wash. Post, March 1, 1978). 

Id. 

75 The agency in 2010 had 34% fewer full time equivalent employees as it did in 1980 (even without adjusting to 
for the growth in U.S. population)-and that number has grown significantly since the original slashing. See 

FTC Full-Time Equivalent History, htt:PjL"""Jw.fJ&gQYlftdQ.'ccJJlmQ/l!.~Ls_htlll. 

75 15 U.S.c, § 45(n) {'lThe Commission shall have no authority under this section or section 57a of this title to 
declare unlawful an act or practice on the grounds that such act or practice is unfair unless the act or practice 
causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers 
themselves and not outweighed by countervailing benefits to consumers or to competition."}, 

77 1980 FTC Unfairness Policy Statement. 
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evidence of consumer injury, or, less often, it may be cited for a dispositive 
legislative or judicial determination that such injury is present.7S 

But, by statute, "[s]uch public policy considerations may not serve as a primary basis for such 
determination.,,79 Howard Beales has summarized the Unfairness Doctrine as follows: 

the modern unfairness test reflects several common sense principles about the 
appropriate role for the Commission in the marketplace. First, the Commission's 
role is to promote consumer choices, not second-guess those choices. That's the 
point of the reasonable avoidance test. Second, the Commission should not be in 
the business of trying to second guess market outcomes when the benefits and 
costs of a policy are very closely balanced or when the existence of consumer 
injury is itself disputed. That's the point of the substantial injury test. And the 
Commission should not be in the business of making essentially political choices 
about which public policies it wants to pursue. That is the point of codifying the 
limited role of public policy.sO 

The FTC has used its unfairness authority to protect privacy in several lines of cases. First, as 
noted in the FTC's 2010 Preliminary Staff Report, the Commission brought a number of 
unfairness cases requiring adequate security practices.S! But as Commissioner Rosch noted in 
his concurring statement, "there was financial harm threatened in those cases."S2 Second, the 
FTC has brought unfairness actions to punish retroactive application of a revised privacy 
pOlicy.s3 Third, late last year, the FTC brought, and successfully settled (but did not fully litigate) 
an unfairness case against Frostwire, the maker of a mobile peer-to-peer file-sharing program 
for its unfair product design. This case is groundbreaking both because it applies unfairness in 
the context of how product design can cause users to share more information than they expect 
and because it rests on non-monetary harms. 

E. Unfairness and the Harm Debate 

As noted above, the extent of the Unfairness Doctrine's applicability rests primarily on how 
broadly harm is defined-as is implied by the FTC's declaration that "Unjustified consumer 
injury is the primary focus of the FTC Act.""s4 

78 Id. 

79 15 U.5.C. § 45(n). 

Beales Paper, supra note 70. 

81 2010 FTC Report at 10. 

82 2010 FTC Report at E~2 n. 3. 

83 See, e.g., Gateway Learning Corp., No. C-4120, 2004 WL 2618647 (F.T.C. Sept. 10, 2004), available at 

h1l:QjhL",..,.,ltc.gov/o.>icaselljt/0423047/0423047.shtm; Federal Trade Commission, Self-Regulatory Principles 
for Online Behavioral Advertising supra note 47, at 19; see 0150 In re Orkin Exterminating Co., 108 F.T.C. 263 
(1986), aff'd, 849 F.2d 1354 (11th Clr.). 

84 1983 FTC Unfairness Policy Statement. 
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Even critics of the Unfairness Doctrine have been careful not to rule out its proper application 
in privacy cases. For example, in 2000, the Commission settled an enforcement action against 
ReverseAuction, which had violated eBay's terms of service by "using the e-mail addresses, 
eBay user IDs, and feedback ratings of eBay registered users for the purposes of sending 
unsolicited commercial e-mail to such registered eBay users."S5 Commissioners Swindell & 
Leary dissented, in part, on the grounds that this should have been a pure deception case and 
that violating user privacy by sending such unsolicited email "did not cause substantial enough 
injury to meet the statutory standard" but emphasized that "[wJe do not say that privacy 
concerns can never support an unfairness claim." Instead, they simply argued that: "This 
standard for substantial injury overstates the appropriate level of government-enforced privacy 
protection on the Internet, and provides no rationale for when unsolicited commercial e-mail is 
unfair and when it is not. We are troubled by the possibility of an expansive and unwarranted 
use of the Unfairness Doctrine."s6 

Howard Beales, former Director of the FTC's Bureau of Competition, argues that "Subjective 
value, as opposed to emotional distress, can be a form of real injury. For example, falsely 
claiming that a product is kosher would cause real harm to anyone on a kosher diet."s7 More 
importantly, he argues that reputational harm can be "substantial injury" under the Unfairness 
Doctrine. In a 2003 case brought by the Bureau of Competition under Beales, the FTC 
successfully settled a spoofing case: 

"Spoofing" is the practice of making it appear that bulk, unsolicited commercial 
e-mail ("spam") comes from a third party to the transaction by placing that 
person or entity's e-mail address in the "from" line of the spam. As a result... 
spoofing portrays these innocent bystanders as duplicitous spammers, often 
resulting in their receiving hundreds of angry e-mails from those who had been 
spammed. 

The Commission alleged that this practice was unfair in a federal district court 
complaint against Brian Westby, who used spam to direct traffic to an adult 
website. The spam also contained deception in the subject line, tricking 
consumers, including children, into opening the e-mail and being subjected, in 
some cases, to graphic adult images. The Commission alleged that this was 
deceptive. The deception theory, however, does not provide any relief to those 
consumers who were "spoofed," because they have not relied in any way upon 
Westby's deception. Unfairness, however, easily reaches the problem. The harm 
to those consumers - both economic injury caused by damage to their computing 

85 Complaint, FTC v. ReverseAuction.com, Inc. File No. 0023046, (Jan. 6, 2000), available at 

h!1Q.Jj"'C~v_",,"f1£gQV / os/2 000/ 01/reversec m JU1 t m. 

B6 Statement of Commissioners Orson Swindle & Thomas B. Leary, FTC v. ReverseAuction.com, Inc., File No. 
0023046, (Jan. 6, 2000), available at b!!J2:1/wW"iJlc.gOv/o>fll)QQLQJileversesl.htm. 

87 Beales Paper, supra note 70 (citing Timothy J. Muris, Cost of Completion or Diminution in Market Value: The 
Relevance of Subjective Value, 12 J. Legal Stud. 379 (1983)). 
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systems by the huge, unexpected influx of mail, the time spent deleting 
thousands of e-mails, and the injury to reputation of hoving their name 
associated with deceptive adult spam - is substantial. Hiding the real spammer's 
identity has no benefit to consumers or competition, so the amount of injury, 
though substantial, need not be high. Finally, there is no way consumers can 
anticipate and protect themselves from such an invasion. Anyone with an e-mail 
account is vulnerable. 88 

In the Frostwire case, the FTC alleged a number of non-monetary harms: 

Public exposure of the types of user-originated files that FrostWire for Android 
shared following a default installation and set-up could increase consumers' 
vulnerability to identity theft; reduce their ability to control the dissemination of 
personal or proprietary information (e.g., voice recordings or intimate 
photographs); and increase their risk of legal liability based on prohibitions 
against, or limitations on, making any such files publicly available for download.89 

In short, the FTC has staked out a bolder position on the scope of harm covered by unfairness 
than many realize. This is not, to be sure, the end of the debate. Since these cases have not 
been litigated, but rather settled before full litigation, it is not certain that this position would 
survive completely in court. And, on the other hand, FTC Commissioner Julie Brill has raised 
some difficult questions about the need to recognize harms that are probably more amorphous 
than ought properly to be recognized under the Unfairness Doctrine. 90 

But as noted at the outset, harms not covered by the Unfairness Doctrine should be addressed 
by Congress, if at all, under the basic analysis of the Unfairness Doctrine: weigh consumer harm 
against consumer benefit and intervene only where consumers themselves cannot reasonably 
avoid the harm, such as through more effective privacy controls. Congress might eventually 
choose to deem certain practices injurious so that the FTC will need to apply only the other 
elements of the test. The Unfairness Doctrine contemplates such action through its second 
prong, clearly established public policy. 

The FTC can, however, help to clarify this uncertainty by convening a public workshop on its 
unfairness authority, with a special emphasis on what it considers the proper definition of 
harm. Ideally, such a workshop would produce guidelines building on the 1980 Unfairness 
Policy Statement adequate to help companies predict how to build new and innovative services 
without running afoul of the unfairness authority. If the FTC pushes the boundaries of harm 

B8 Beales Paper, supra note 70; See also FTCv. Westby, No. 03-C-2540 (N,D, III. 2003), 

hllilJL'Y2{w, ft~<lli1QQ1LmilJlarrj£dcoIJ:lJ;UJ~J. 

89 F.T.C. v. Frostwire l.l.c., No, 11-23643-CV-GRAHAM (S.D. Fla. 2011), at 17, The last claim appears to refer to, 

inter alia, legal restrictions on, for example, making photographs of others publicly available without their 
consent. 

90 FTC Commissioner Julie Brill, Big Data, Big Issues, Remarks at Fordham University School of Law (Mar. 2, 2012), 
.1illJl :/Iwww.ftcgov/speeches/brill/120228fordhamlawschool,pdf. 
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too far, Congress should intervene, as it did when it ordered the FTC to prepare its policy 
statements on unfairness and deception in the early 1980s. 

F. The Use of Unfairness Authority to Supplement Self-Regulation 

While self-regulation does not constitute established public policy adequate to justify an 
unfairness action on its own (if violated by a company that never acceded to a voluntary code 
of conduct, therefore making a deception action impossible), self-regulation may indirectly 
bolster an unfairness action-as the Frostwire case implies. This nuanced distinction is 
important to fulfilling the White House Report's promise that "There is no Federal regulation at 
the end of the process, and codes will not bind any companies unless they choose to adopt 
them.,,91 

Prior to 1983, the Commission considered industry practice as well as statutes and the common 
law in determining whether a practice violated public policy. But the 1983 Unfairness Policy 
Statement implies that industry practice may play only a limited role in determining whether a 
practice violates public policy.92 The 1994 amendment to the FTC Act goes a step further and 
declares that "public policy considerations may not serve as a primary basis for [an unfairness] 
determination.,,93 Thus, the precise significance of industry practice remains somewhat 
unclear-a question that merits clarification by the FTC. 

This means that industry practice, such as might be established through self-regulation, will 
primarily influence the consumer injury prong of unfairness, which the FTC has called "the 
primary focus of the FTC Act," and which can, "by itself it can be sufficient to warrant a finding 
of unfairness.,,94 

Specifically, in the Frostwire case settled late last year, the FTC's unfairness argument relied, in 
significant part, on the fact that it was not standard industry practice to "allow the public 
disclosure of private files by default,,95 in establishing two of the three prongs required by the 

FTC's 1980 Unfairness Policy Statement. Under the third prong, the FTC argued that "a 
significant number of consumers using Frostwire for Android could not reasonably avoid the 
unwitting public sharing of their private files. These consumers would not have understood 
that FrostWire for Android operated in the manner described above from either the 
Defendants' disclosures or from prior experience with other software.,,95 Under the second 
prong, the FTC argued that "the design and default settings [of Frostwire for Android] provided 

Id. at 24. 

1983 FTC Unfairness Policy Statement ("To the extent that the Commission relies heavily on public policy to 
support a finding of unfairness, the policy should be clear and well-established. In other words, the policy 
should be declared or embodied in formal sources such as statutes, judicial decisions, or the Constitution as 
interpreted by the courts, rather than being ascertained from the general sense of the national values."). 

93 15 U.S.c, § 45(n) 

94 1983 FTC Unfairness Policy Statement. 

95 Frostwire CDmplaint at 17. 

96 Id. at 16, 
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few or no countervailing benefits to consumers or competition. Configuring software 
applications to allow the public disclosure of private files by default runs counter to standard 
software development guidance, and counter to established practices in the development of 
file-sharing applications.,,97 

It would, of course, have been better-from the perspective of crafting predictable legal 
standards-if a court had weighed such arguments in an adversarial proceeding and provided 
guidance on where, exactly, to draw the line on both counts. But both arguments would likely 
have prevailed in court, had the FTC not settled the case. In this sense, such settled complaints 
form the basis of a quasi-common law of unfairness (or deception) that is at least adequate to 
allow companies wrestling with technological change to predict with reasonable confidence 
what the FTC is likely to consider a violation of Section V of the FTC Act. 

The FTC's first argument hinges on their claim that "Nothing in the FrostWire for Android 
installation and set-up process, or the application's user interface, adequately informed 
consumers that the application operated in this manner.,,98 In this context, the inconsistency of 
a practice (in this case, public disclosure of private files by default from a peer-to-peer mobile 
application) with standard industry practice speaks to whether it would have occurred to the 
reasonable consumer to investigate (a) which files the software made publicly available and (b) 
how to change the default setting. Simply put, the failure of transparency makes industry 
standards more dispositive of whether consumers would rightly expect a harmful practice. 

The FTC's second argument-that industry standard for software design bear on the analysis of 
countervailing benefits to consumers or competition-seems somewhat more tenuous but still 
convincing in this case. While the FTC did not elaborate on this point (as it would have had to 
do before a judge had the case not been settled), it seems reasonable to argue that compliance 
with industry standards can benefit consumers both by lowering product design costs and also 
by lowering the non-monetary costs to users of learning and using a particular product 
interface. This is not to say that non-compliance with such standards is itself a harm, but it 
certainly is not a benefit if the non-compliant user interface shares sensitive information by 
default and makes it extremely difficult for consumers to realize this and change the necessary 
setting. Of course, more important than this lack of benefit is that the default sharing setting in 
this case did not seem to provide users a "countervailing" benefit sufficient to outweigh the 
potential harm flowing from the inadvertent disclosure of all the files on a user's Android 
device. 

In summary, the Frostwire case does not stand for the proposition that industry self-regulation 
necessarily binds non-participating companies in its prohibitions on specific practices, but 
rather for the proposition that, if a company engages in a practice that diverges from industry 
practice and meets the other required elements of unfairness (causing a "substantial injury" 
that is "not be outweighed by any countervailing benefits to consumers or competition"), its 

Id.at 17. 

98 /d.at 16. 
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burden of empowering consumers to avoid that practice grows as the degree of divergence of 
industry practice increases.

gg 
Thus, the Unfairness Doctrine already offers the FTC a tool for 

implementing the second prong of the new framework it proposes in the FTC [Draft] Report: 
"For data practices that are not 'commonly accepted,' consumers should be able to make 
informed and meaningful choices."!OO 

Concretely, then, Frostwire means that at least some companies that choose not to accede to 
the standards established by the self-regulatory process envisioned by the White House Report 
may have to engage in a heightened degree of "Privacy by Design" planning to analyze their 
non-compliant privacy practices under an unfairness analysis. Depending on their analysis of 
consumer harms and benefits, they may feel obliged to build accordingly more robust, and 
more usable, user interfaces that inform the consumer as to privacy defaults and how to 
change them. 

This is preCisely as it should be: Using its unfairness authority, the FTC can thus build on self
regulation without forCing compliance with self-regulation-in which case self-regulation, no 
matter how "voluntary" at its outset, would become co-regulation: just another vehicle for 
imposing top-down solutions on a complex ecosystem that requires, as the Report notes, the 
"flexibility, speed, and decentralization" that only true self-regulation can provide. 

Yet the self-regulatory process is no less voluntary because companies that do not sign on to 
self-regulatory codes of conduct may be subject to somewhat elevated risks of unfairness 
enforcement actions for practices that diverge from industry practices established through self
regulation. But it is important that industry understand that the FTC's unfairness authority may 
play an increasingly important role as the U.S. privacy regime evolves towards more robust self
regulation. In this sense, it is that much more unfortunate that neither the White House Report 
nor the FTC Report does more to explain this seemingly esoteric and under-used, but extremely 
important, area of law. The FTC workshop and guidelines on unfairness proposed above should 
specifically consider how unfairness might apply to non-compliance with self-regulatory codes 
of conduct. 

G. Self-Regulatory Policing 

Robust self-regulation should involve industry enforcing the requirements on its own-in 
addition to FTC enforcement. The Digital Advertising Alliance has coordinated with the Better 
Business Bureau on just such a self-regulatory enforcement program.!O! If successful in 
demonstrating compliance and/or bringing enforcement actions against non-compliant 
companies, this enforcement program could be a model for other self-regulatory enforcement 
programs. 

99 This responsibility would, of course, also grow in proportion to the substantiality of the injury that could result 
from that practice, and in inverse proportion to the benefits from the practice. 

100 2010 FTC Report at vi; see also {d. at 40. 

101 Jack Marshall, DAA Steps Up Enforcement of Self-Regulatory Program, May 23, 2011, 

i::lttp://www.clickz.com/clickz/news/2073203/doa·steps·enforcement·self·regulatory·program 
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H. Private Ordering through Contract 

Just as the White House Report acknowledges the importance of self-regulation, it also 
recognizes the critical importance of private ordering through contract to ensuring effective 
enforcement of privacy rules. Under the principle of Individual Control: 

When consumer-facing companies contract with third parties that gather 
personal data directly from consumers (as is the case with much online 
advertising), they should be diligent in inquiring about how those third parties 
use personal data and whether they provide consumers with appropriate choices 
about collection, use,and disciosure. ' 0

2 

And under the Accountability principle: 

Companies that disclose personal data to third parties should at a minimum 
ensure that the recipients are under enforceable contractual obligations to 
adhere to these principles, unless they are required by law to do otherwise .... if 
a company transfers personal data to a third party, it remains accountable and 
thus should hold the recipient accountable-through contracts or other legally 
enforceable instruments-for using and disclosing the data in ways that are 
consistent with the Consumer Privacy Bill of Rights.103 

Structured disclosures could help to promote compliance with such principles by making it 
more immediately evident (and potentially searchable) whether a company's partners abide by 
at least the same privacy protections. Or, structured disclosures could be used to identify who 
a company's partners are and directly link to their privacy policies. 

IX. Privacy Regulation as International Trade Barrier 

A final word about enforcement: selective enforcement may be a tool for invidious 
discrimination by national privacy regulators, most notably by European Data Protection 
Authorities against American companies. Yet neither the White House Report nor the FTC 
Report discuss the ways discriminatory enforcement of privacy laws against American 
companies burden international trade in data and the products and services enabled by data
or how to ensure that our own regulations do not do the same to foreign companies. In fact, 
the Administration has already recognized that privacy protections, however well-intentioned 
can, in fact, function as barriers to international trade. At last September's APEC meeting, U.S. 
Ambassador Phillip Verveer warned that privacy regulations that could slow adoption of cloud 
services: 

In these circumstances, we would expect every economy to welcome cloud 
services without regard to the national origin of their producers. But there are 

102 White House Report at 11 

103 Id. at 21. 
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complications. One of the big ones is the limitations on trans-border data flows 
.... It is very important, however, that we not unnecessarily sacrifice the 
economic advantages inherent in cloud computing in our arrangements to 
protect personal privacy. Stated more directly, we should not let our quest for 
effective privacy mechanisms become a barrier to international trade in cloud 
services. '04 

Page 27 

This concept requires further conceptual development but it certainly deserves more 
attention. lOS It could also be the subject of a very productive workshop, perhaps convened by 
the Commerce Department. 

104 Patrick Ryan, Cloud Services and International Trade, Google Enterprise Blog, (Oct. 13, 2011), 
bJ1Q.;!kQQEl='fIl?lii~.blogspot.con)L1Q1Jl1Qj£<]jJ..9.-ser'CiIes-and-in\:grnational-l.J:jlde.html. 

105 See generally, Bob Boorstin, Promoting Free Trade for the Internet Economy, Google Pub. Pol'y Blog (Nov. 15, 
2010), h tip: I/g oogl er ubi i cpoli cy. b I ogspot. co m/2 0 10/11/p rom oli ng -free -trad e-for -i nler net. h tm I. 
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Mrs. BONO MACK. Thank you, Mr. Szoka. 
Mr. Zuck, you are recognized for 5 minutes. 

STATEMENT OF JONATHAN ZUCK 
Mr. ZUCK. Chairman Bono Mack, Ranking Member Butterfield, 

distinguished members of the committee, thank you for holding 
this hearing and allowing me to participate. 

I have, as the app trade association, get asked to talk about the 
app industry over and over again. And what is amazing is that 
every time I talk about it, the new figures surrounding the app 
marketplace continue to go up. Before we even reached previous 
projections of $8.3 billion that were supposed to happen by 2013, 
we are already at a $20 billion industry that is now projected to 
be $76 billion by 2015. 

So as was mentioned earlier, the employment statistics that are 
fueled by this incredible growth are clear for everyone to see. And 
it is a small business phenomenon. Eighty percent of its market-
place is made up of small businesses, companies like Zco in New 
Hampshire and companies like InterKnowlogy in California and 
Computer Ways in Florida. So there is this dispersed and small 
business element to this that I think has to always persistently be 
acknowledged when discussing the potential impact of regulation. 

I have had the opportunity to participate in many multi-stake-
holder processes around the world. And despite that fact I am still 
interested in participating in the one being convened by the Com-
merce Department. If anything, it should be better than the sort 
of de facto regulation that comes to enforcement. If we take the ex-
ample of Google Buzz that Chairman Leibowitz raised, that is a 
clear case where an enforcement action was brought, but instead 
of punishment being the result, the result was the bare bones of 
a regulatory expectation that has survived until today with their 
Do Not Track proposals that would in fact create a regulatory 
framework for everyone else that would benefit Google over its 
competitors. So that can’t be the best outcome, especially when no 
one else had a say in how the proceedings would take place. Cer-
tainly a multi-stakeholder approach is a superior one. 

But I guess my one hesitation, if you will, with the multi-stake-
holder discussion as they are being currently proposed is the sug-
gestion that we should begin the discussion with mobile apps. And 
certainly as the mobile app trade association, it is predictable I 
would say that. But I would guess I would say this is the area of 
the industry that is the newest, and the area of the industry that 
is most dynamic, and the area of the industry that is least under-
stood. So as a practical matter the idea of beginning there seems 
ludicrous because it is the thing we know the least about and the 
thing we are in the least position to make decisions about. So the 
only real conclusion that I can draw it seems like the easiest group 
to try to impose regulations on, and I think that is the wrong way 
to approach this process. 

The real issue has always been about data and we need to make 
sure, as the FTC pointed out, that that data is online and offline 
data and that it has do with it no matter how it is collected, but 
instead has to do with the conditions under which data can be col-
lected, the conditions under which it must be stored both from a 
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security and a privacy standpoint and also conditions under which 
it can be shared. 

There is an old saying that the memo makes the meeting. And 
so even though everyone is talking about nonbinding voluntary 
things that we also want legislation to support, it is tough for me 
to keep track of all of that. Even in that context the very fact that 
I am raising this issue first means that I am suggesting that this 
is the issue most in need of addressing. And that will already have 
an impact on consumer understanding of that marketplace. 

At best there is the suggestion that this is the most important 
area to address and at worst the suggestion can be made that it 
is the only area that needs to be addressed, when the reality is it 
is data that is the most important. If the memo makes the meeting, 
the we start off the meeting with everyone trying to figure out how 
they are not supposed to be the ones being discussed. GM will cer-
tainly suggest that OnStar is not mobile technology, even though 
I would suggest that it is. Instead if we decide something like loca-
tion data is the place that should be discussed first, then it will 
apply across the board. 

Secondly, the memo makes the news. So you have the same sort 
of situation that says that we have suggested that this is the most 
important way of proceeding when in reality I think that to the ex-
tent there is consumer concern about privacy, as Chairman 
Leibowitz brought up, it has been more driven by large data breach 
failures by a few large players and persistent disregard for privacy 
by a few large players and doesn’t have to really do with the mobile 
apps that seem to be the focus of attention currently. 

So while I support the multi-stakeholder approach andI look for-
ward to participating in it, I think it is really imperative to remem-
ber that the only way that a multi-stakeholder approach will work 
is if everyone has a stake in the outcome. If you don’t have—other-
wise we in the mobile app community are going to feel like we are 
the steak and everyone else is carrying around A1 sauce. So I 
would like to make sure that we focus on the data and not the 
technology it is collected. 

Thank you. 
[The prepared statement of Mr. Zuck follows:] 
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Chairman Bono Mack, Ranking Member Butterfield, and distinguished members of 

the Committee: My name is Jonathan Zuck, and I thank you for holding this 

important hearing examining the various proposals for government regulation of 

personal privacy. 

I am the president of the Association for Competitive Technology (ACT). ACT is an 

international advocacy and education organization for people who write software 

programs--referred to as application developers. We represent over 4,000 small 

and mid-size IT firms throughout the world and advocate for public policies that 

help our members leverage their intellectual assets to raise capital, create jobs, and 

innovate. 

My goal today is to explain the evolving nature of the mobile application industry 

and how the Administration's proposed new privacy framework and its multi-

stakeholder process offers both promise and challenges to continued innovation in 

this marketplace. 

Specifically, app developers have three key messages for the members of the 

Committee: 

1. The app marketplace is still in its earliest growth stage, rapidly 
continuing to evolve. 

2. The best way to address consumer privacy concerns is through a multi· 
stakeholder process producing voluntary, but enforceable, codes of 
conduct. However, it should avoid regulating technology instead of 

2 
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behavior and promote conditions to encourage the free exchange of 
ideas. 

3. App developers and industry organizations are adopting measures to 
improve consumer privacy protections and increase awareness ofthe 
potential uses of personal information. 

Evolution of the App Marketplace 

I am often invited to speak on the subject of mobile apps and each time I do it seems 

new figures emerge about the growth trajectory of our marketplace. Just two years 

ago, total industry revenues were $3.8 billion and expected to rise to $8.3 billion.! 

At the close of last year we had grown to $20 billion and are projected to reach $76 

billion by 2015.2 This is a meteoric rise for an app economy that didn't even exist 

four years ago. 

This is also a small business phenomenon. Over 88 percent of the top 500 app 

makers are small businesses.3 And as small business is the engine of economic 

growth in our country, app makers are contributing greatly to the job market with 

half a million jobs created in this new marketplace.4 These jobs can be found 

anywhere. Thirty percent are in the state of California - but the rest are spread out 

all across the country. 

As a brand new industry, we are experiencing rapid changes in the marketplace 

with new business models emerging every year. Recently freemium apps and in-

1 !1 tWi L Wy,.w,~we.el<~'.OJD.lr:h !~Ql)iJQ:illl.d -W iLcte,.,jA.!1l1ko(iQQgl\!.:J._eOiUllll.:I'lQbile:App~C]J.".IglC,1liS -5 12.!11ZL 
2 i1ttll:U-"L\YW,'iii dc;;igIc, ne!J1Q,elrll bin;CQJ1.1ill.tl-u§:.illlP. e"-OJ.LOJDyf.JUlz.OJ.5. 
3 !H.tldLR_CUlJ bli ea ns,En e[gyCo m m eree,1l oJli~&Q.\'LM..,gt!LmW:!.eil.d.tJg"LQ.1IDJJ 0511 /Reed, pdf 
4 htlRiiwww,techne!,g,rg/new·technet-sponsored-study-nearly-500000-apJl.,gc.ononw.jobs-in.:l]I1ited-states
feb n[''][Y:7-2 0 121 

3 



126 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00130 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
08

3

app purchasing have become the favored means to monetize new releases.s Not 

long ago, paid downloads ruled the day. Through it all, developers are still exploring 

whether the advertising model can generate enough income on its own. 6 

While business models continue to evolve, developers are also experimenting with 

different platforms. Currently Apple's iOS provides the most dependable platform, 

but RIM has been aggressively wooing developers to Blackberry as its userbase in 

Asia and the Middle East remains strong.? Android continues to gain marketshare, 

though the platform suffers from fragmentation; and with dramatic changes coming 

in the new Metro user interface of Windows Phone 8, many software developers are 

porting their programs to that new mobile platform.s 

Some very successful developers who are creating innovative apps come from the 

states of Members on this Committee. Companies like Zco Corporation whose latest 

release is Police Pad, an iPad-based system that can replace PC and telemetry 

systems in police cruisers at a fraction of the cost. Zco Corporation employs 20 

people in New Hampshire making custom applications for a wide-range of 

consumer devices as well as 3D animations. Or Interknowlogy in Carlsbad, 

California which makes custom applications for the health care industry, 

government and non-profits like the San Diego Zoo. Or Computer Ways, Inc., in 

5 .h.t!IlJb~~_w~ny.times'£~IT1B 0 12 (QJJJ 9)1eI!m.o.iQgyjg;Wle:Jllill<.!'.0.:giYl':lIE'!Y:([Jte!lllllDl: 
l!IQ<JJJ<;ts.h illJ1Lr= 1 &po!li::W.ll n teQE.!! 
6 l!np;Jjtf;l,hJortune.cnn.com (20 11 (11 (2lLQiper-jaffray-and roid-app-revenue:is-7 -of-iQllll.l1§.L 
7 http:((www.en!!illlgj'.hcom(2012(02(03(RIM -free-BlackBerry-Pl;lYtL<l_ok-AndLQidL 
B hllil'i(www.reuters.coll]jill:ticlillQ12(03(20 iJno bile-developers-idUSLJ E8EJAGTZ 0 1203 20 
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Deerfield Beach, Florida, which developed an app bringing the beauty of Florida 

coast to the Windows 7 phone. 

With such a dynamic mobile ecosystem it is difficult to predict where the market is 

headed next and what industry standards will be adopted. This makes it difficult to 

implement a regulatory regime for the app marketplace. The industry is far from 

mature and activities or practices that regulators seek to address may no longer 

exist in their current form by the time new rules can be implemented. 

The Multi-stakeholder Process Offers Promise as Well as Concerns 

While the app marketplace is experiencing dramatic growth and innovation, 

concerns for consumer privacy online have grown. While most of the headlines 

have been earned by big companies operating in traditional internet commerce, the 

app industry has not been immune from privacy missteps. Various federal agencies 

have considered proposals to protect consumers' personal information including 

apps among their areas of concern. 

The Administration recently published its proposed privacy framework, Consumer 

Data Privacy in a Networked World,9 featuring several principles that ACT 

emphasizes in its recommendations for developers. Specifically, the Administration 

has identified seven areas of focus around which it has crafted a Consumer Privacy 

Bill of Rights. ACT advised the Administration during the drafting of this document 

9 http://2l'~.w"_'''''llitehouse.gov Isitesl default lfiles Iprjvacy-final.pdf 

5 
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and has been invited to participate in the multi-stakeholder process that is intended 

to produce a consensus agreement on a voluntary industry code of conduct. 

ACT strongly supports the concept outlined by the multi-stakeholder process 

proposed by the Administration. Bringing together representatives from industry, 

government, academia, and advocacy to collaborate in the development of voluntary 

codes of conduct provides the best opportunity to reach an agreement that works 

for everyone. 

While we believe strongly in the industry's ability to implement self-regulatory 

measures, it is clear that bad actors deserve swift enforcement response. When 

reckless companies get attention for violating consumers' privacy rights it's bad for 

everyone's business. Developers only enjoy success in the marketplace when 

consumers have confidence in the safety of their personal information online. 

For this reason ACT applauded the FTC when it exercised its existing enforcement 

authority to punish app makers violating the Children's Online Privacy Protection 

Act (COPPA). Just this week the FTC took action against app maker RockYou for 

misleading customers about their privacy and failing to maintain adequate data 

protection practices,lo The FTC has also taken enforcement action against Playdom 

- now a Disney subsidiary - for violating COPPA, fining them $3 million,l1 and 

against a small app company, W3 Innovations, fining them $50,000 for similar 

10 htlJ2;/J n~~s.cnet.com 183 0 1-1 009 3-571Q5308-B3/rQJ:ilYou-5ett~5-with:!tc,Q\'eI=-ctHlJ:g~s:.Q~~~Lng-user

in.fQL 
11 httP-;JjJle.w,s ... met.comjihlQ1:13 5 0 6 3 -2 QQQ.2 5 66-1Lhlm! 
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infractions,l2 These actions showed that the FTC is prepared to go after companies 

both large and small if they violate children's privacy. 

These enforcement measures also showed that the Commission has sufficient 

authority in consumer privacy cases under COPPA and Section Five of the FTC Act. 

In testimony before the Senate Commerce Committee last yearP and again in 

Chairman Liebowitz's press conference earlier this week,14 the FTC has confirmed it 

needs no new regulations as it already possesses sufficient authority. Voluntary 

adoption of codes of conduct will provide the Commission with additional 

opportunities to exercise that authority should the need arise. 

While we are thankful to be part of the multi-stakeholder proceedings and believe it 

is critical that app developers have a role in these discussions, we have a few 

concerns about the process initiated by the National Telecommunications and 

Information Administration CNTIA). First, a comprehensive approach is the only 

way to address the issue of consumer privacy and it appears the NTIA has deviated 

from this path. Secondly, it is crucial for participants in this process to feel 

unfettered in their participation, free to engage in wide-ranging discussion and 

propose bold solutions. We believe the free exchange of ideas is likely be sharply 

curtailed by the format of the discussions. 

12 b\tll~jJJ)tQS"I]l<1"""C oJl1)2.9J1Llllin 5LY>'1:irJJLQY<11ion>:J2"}'>-"thg:f\£:.~9JLQ9,fQJ:,£ollgLtiIlg-ch iJQt~Jl,-i n fo- i n -i as' 
ilQU;;l 
13 h.tliL:jjwww,c-spanvideo.~'illl/MohileT~£J1l! 

14 bltpJlhtc-Ol.media,giobix,netICOMP008760MODllHc web/FICi!1li<cx,htmi#March 26 1£ 
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Consumers have raised privacy concerns across the broad spectrum of online 

properties so it makes little sense to target one technology sector. In fact, to do so is 

the cardinal sin of regulation. Anyone who works in the technology regulatory or 

legislative fields has heard the admonition, "regulate bad behavior not technology." 

Sadly, we are concerned this is the sort of step NTIA appears to be taking. Through 

its Request for Comment, the NTJA suggests it's necessary to convene an "initial 

multi-stakeholder process to facilitate the implementation ofthe Transparency 

principle in the privacy notices for mobile device applications."ls This is intended to 

occur outside the broader industry framework and to precede any efforts to address 

the issue of privacy in a comprehensive fashion. 

Singling out the work of an industry of small business developers is unnecessary 

and counterproductive. It sends a chilling message to entrepreneurs and startups 

and will have a devastating impact on innovation. Moreover, it is difficult to fathom 

why regulators want to devote all their attention to a technology overwhelmingly 

comprised of small businesses while big companies are in the headlines every 

month stoking the privacy fears of Internet users across the globe. NTIA needs to 

return its focus to the big picture of online privacy and leave behind ill-advised 

efforts to target specific technologies. 

It is also necessary to sound a note of caution on the suggestion of a fully 

transparent multi-stakeholder process. It is important to remember that industry 

15 ilttp://www.ntia.doc.gov/files/nlli!Lpublicatiol1s/fr privacufLllQ\ice o30~.~QLUJlJ.!f 
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participants will be searching for a resolution that involves compromise -

compromise that could negatively affect their companies' bottom lines and attract 

criticism. In order for the best solutions to emerge in a consensus fashion, 

stakeholders must have confidence that the dialogue provides wide latitude to offer 

a range of alternatives. 

If this process takes the form of a public discussion, industry participants will be 

looking over their shoulders or sitting on their hands instead of offering bold ideas 

for workable solutions. Fully transparent proceeding will not produce the free 

exchange of ideas and consensus agreement that is the stated aim of the stakeholder 

process. For NTIA to get the best results from these efforts, they need to value 

positive outcomes more than an open process. 

As President of ACT, I have spent a considerable portion of my time in hotel 

conference centers around the world working on one of the biggest multi

stakeholder efforts of all time, ICANN. Additionally I've done my multi-stakeholder 

time at W3C, the EU Data Directive Safe Harbor provisions for US eCommerce 

Companies, WI PO on Discussions on Patent Law Harmonization and the EC working 

group on European Software Strategies. If there's one lesson I've learned, it's that 

multi-stakeholder processes move slowly; while industry moves to respond to 

customers within hours. 

9 
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App Developers and Industry Groups Taking the Lead on Privacy 

While federal regulatory bodies and multi-stakeholder groups have been 

considering measures to address consumer privacy, app makers have been learning 

about the issue and developing their own self-regulatory responses. App makers 

are particularly concerned with consumer confidence in the safety of private 

information because in the absence of this assurance they face reluctant customers. 

The biggest hurdle to implementing industry-wide privacy standards is developer 

education. There are over 200,000 app developers in the United States. App makers 

want to do the right thing on privacy, but often don't know whether their app 

creates privacy concerns or what they need to do to be rules compliant. As most 

small business app developers are making customer-facing software for the first 

time, they are also addressing privacy issues for the first time. Matters typically 

handled by a legal department or chief privacy officer in a larger company are now 

most often handled by a small business owner. 

Recognizing the need to boost developer education, ACT has been particularly active 

on this issue during the past twelve months. In addition to frequent meetings with 

lawmakers and regulators here in Washington, we have traveled around the country 

to speak at developer conferences to raise awareness about consumer privacy.16 

16 http:/(virneo.comL34560160 

10 
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While warning developers about possible new regulations, we have also helped to 

map out proactive steps they can take. 

First and foremost, we advise app developers to be open with consumers about the 

information they collect and how it is used. We strongly advocate the use of privacy 

policies - even if an app maker believes no information is being collected. It is also 

important that this information is presented to users in a meaningful way so that 

they may easily comprehend it. On mobile devices this means that the information 

provided must be simple and clear enough to fit on a small screen. 

ACT also advises app developers to be mindful of the relationships they have with 

third parties such as ad networks. App makers must be aware that the SDKs 

(software development kits) supplied by platform providers or ad networks may 

contain code that uses consumer information in ways they hadn't considered. Even 

if the developer never sees the data which passes straight through to an advertiser, 

the responsibility still lies with the app maker to inform the user what information 

is shared and how it is being used. Additionally, developers should ensure that they 

collect only as much information as is needed. When this information is no longer 

required, it should be de-identified. 

ACT is committed to identifying self-regulatory methods to address this problem 

and we work with developer groups dedicated to finding their own solutions. One 

such affiliate group is Moms with Apps, comprised of more than one thousand 

11 
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children's app makers. These developers are parents who decided to make apps to 

educate their children. They are conscious of privacy concerns and the collection of 

data because the last thing any of them want is to expose their own children's 

private information. 

NO PERSONAL· NO ADS 
DATA 

Moms 'With i\pps Privacy Icon 

Because ofthis concern, independent developers in Moms with Apps took the 

initiative to design a parental notification system that identifies the privacy settings 

of an app in a simple, easy to identify graphical display. While this isn't a final 

solution, it's a great step initiated from within the industry to safeguard user 

privacy. 

In addition to the initiative shown by these app-making parents, other efforts have 

also been undertaken by industry to provide improved consumer access to privacy 

information. To address the accessibility of privacy policies, groups like TRUSTe l7 

and PrivacyChoice.org18 have begun offering privacy policy generators. Developers 

simply fill out a survey explaining the functions oftheir app and a privacy policy is 

automatically generated. This is a useful option for startups that can't afford legal 

staff. The resulting privacy policy is generated in both the long form that we are 

,7 1ill~'Yw.trill.t~"l'QmLl1J:Q.c!l!c:1s-and
!l!l.['yjces/stl1illLlIl!".<Hm!LQusiness privacy/privacy policy generatQLJllip 
18 htUlJhYww.privacychoice.org/res.ourCJ~'ilP.Qlli;ymaker 

12 
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accustomed to seeing (and seldom reading) as well as a more 

easily digestible version composed of simplified language. The 

other benefit of these services is that they customize the end 

product to appear on a small screen. 

Tip the Balance? 

The question posed for this hearing is whether the Administration's consumer 

privacy efforts tip the balance at the expense of innovation. At this time, we are 

hopeful that the concerns we have expressed don't tip the balance against 

innovation. ACT is committed to the multi-stakeholder process as an effort to 

improve industry efforts to protect consumer privacy. We recognize that consumer 

confidence in the safety of their privacy is necessary for app makers to effectively 

market their products. We will continue to work through this process, and with the 

members of this Committee, to improve these efforts. 

ACT does, however, find serious shortcomings in the process outlined by the 

Administration for the multi-stakeholder proceedings. Targeting apps - a single 

technology - outside the general framework of the process is troubling and a 

cardinal sin of technology regulation. Isolating the industry sector composed 

primarily of small businesses disproportionately favors the larger companies that 

have repeatedly given consumers the most reason to be worried about their privacy. 

Additionally, suggesting that negotiators conduct proceedings without any privacy 

13 
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will discourage industry participants from fully engaging in the process making 

consensus an elusive goal. 

We will continue to convey our position on these matters during the multi

stakeholder process and encourage the Administration to make the necessary 

adjustments to fix these provisions. 

Thank you for the opportunity to appear before the Committee today and J look 

forward to addressing any questions you may have. 

14 
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Mrs. BONO MACK. Thank you, Mr. Zuck, for the sound byte of the 
day. And Ms. Horan, you are recognized for 5 minutes. 

STATEMENT OF PAM HORAN 

Ms. HORAN. Chairman Bono Mack, Ranking Member Butterfield, 
and distinguished members of the subcommittee, thank you for the 
opportunity to speak with you today. My name is Pam Horan, and 
I am the President of the Online Publishers Association. 

The OPA is a trade association that represents the online content 
community and its unique role in the future of media. Our mem-
bers include some of the most respected online publishing brands 
from Gannett, the New York Times, CBS interactive to Washington 
Post, Time, Inc. and Disney Interactive media, to name a few. OPA 
members are the public face of the Internet with well established 
track records of integrity and quality. Many of our members serve 
a critical role in a functioning democracy to gathering and distribu-
tion of news and information. 

OPA members have long understood the need to respect and pro-
tect consumer privacy. These trusted brands hold a direct first 
party relationship with their consumers. They must maintain con-
fidence in their brands to attract the large audiences necessary to 
compete in the advertising marketplace. 

With thousands of alternative Web sites just a click away, there 
are a multitude of places online for consumers to easily get their 
news, information and entertainment, especially if they don’t trust 
a Web site’s privacy practices. 

Both the Department of Commerce’s Consumer Privacy Bill of 
Rights and the FTC’s privacy report that was released this past 
Monday recognizes that companies do not need to provide choice 
before collecting and using consumer data for practices that are 
consistent with context or consumer expectations. 

A good example is if a user might visit CNET.com, a leading 
source of technology product reviews, to research 3–D TVs. As a 
user is reading a review of Sony’s newest 3–D TV CNET might 
show a list of similar products viewed by others who also read that 
review. Consumers expect and want publishers to offer additional 
content that enhances their Web site experience. 

Last year our members invested over three-quarters of a billion 
dollars in the production and creation of high quality online con-
tent. Given the infancy of the industry and the economic challenges 
facing the publishing businesses, it is important to continue to 
allow publishers to monetize their investment, especially when 
their efforts meet consumer expectations. 

We are encouraged by several of the principles contained in the 
Consumer Privacy Bill of Rights. One is the respect for context. 
That principle supports that first party data collection practices fall 
within consumer expectations and consumers trust first parties to 
collect and use their data appropriately. 

Second is the access and accuracy principle, which recognizes 
that a consumer’s right to being assess the data a company holds 
could have First Amendment implication. OPA members play a 
critical role in gathering and distributing news and information, 
which is necessary for a vibrant democracy. We appreciate that the 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00141 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE
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administration notes that this principle should be interpreted to re-
spect the freedom of the press. 

There are several other aspects of Consumer Privacy Bill of 
Rights which are of concern. The report urges consumer facing 
companies such as publishers to disclose not only their own data 
collection and use practices but also those of their business part-
ners. Publishers are actively working to monitor and track the data 
collection activities of third parties on their Web sites in order to 
protect their consumers. However, based on the complex and dy-
namic nature of the Internet and the sheer number of partners and 
service providers, this is a daunting task. The obligation to disclose 
practices of other parties implies that publishers would be respon-
sible for violations by these other parties. We believe that, as in the 
case of the DAA self-regulatory program, each entity that collects 
and uses data is and should be accountable. 

Also, the Bill of Rights urges companies to provide consumers 
with a reasonable way to access all data that a company holds 
about them while providing appropriate privacy protections. This 
presents significant technical challenges that could actually in-
crease risk to consumers in the end. 

The OPA has worked closely with our colleagues in the DAA to 
create a self-regulatory regime to provide transparency and choice 
for consumers. Online privacy is different for every individual and 
the DAA self-regulatory program accommodates those individual 
choices with ease. 

Self-regulatory models such as the one developed by the DAA can 
more efficiently adapt to technological innovation and evolving con-
sumer needs, thereby offering the most effective privacy protection. 
Ultimately we believe industry self-regulatory program can more 
quickly and effectively deliver privacy protections for consumers 
than a legislative or regulatory approach. 

Thank you for the opportunity to share the perspective of first 
party publishers with you today. I look forward to answering any 
questions you may have. 

[The prepared statement of Ms. Horan follows:] 
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Subcommittee on Commerce, Manufacturing and Trade 

Balancing Privacy and Innovation: Does the President's Proposal Tip the Scale? 

March 29, 2012 

Madame Chairwoman, Ranking Member Butterfield and Distinguished Members of the Subcommittee, 

thank you for this opportunity to speak with you today. 

The Online Publishers Association (OPA) is a trade association that represents the digital content 

business and its unique role in the future of media. Our members include many of the Internet's most 

respected online publishing brands reaching an unduplicated audience of 220.4 million unique visitors or 

100% reach of the U.S. online population monthly (comScore Media Metrix, December 2011). 

OPA members include many of the nation's leading online media companies such as The New York 

Times, Washington Post Digital, Time Inc., Disney Interactive Media Group, Forbes.com, CBS Interactive 

and Discovery Communications to name a few. OPA members are the public face of the Internet with 

well-established track records of integrity and quality. Many of our members serve a critical role in a 

functioning democracy - the gathering and distribution of news and information. 
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Consumer Trust 

OPA members have long understood the need to respect and protect consumer privacy. These trusted 

brands hold a direct, first party relationship with their consumers and therefore, must maintain 

confidence in their brands to attract the large audiences necessary to be competitive. With millions of 

alternative websites just a click away, consumers have a multitude of options and can easily obtain their 

news, information and entertainment elsewhere if they don't trust a site's privacy practices. 

The Federal Trade Commission (FTC) again recognized this unique first party relationship in the report it 

released this past Monday, March 26, 2012, "Protecting Consumer Privacy in an Era of Rapid Change: 

Recommendations for Businesses and Policymakers." The report noted that consumers hold different 

expectations of privacy with respect to information collected in the context of a direct first-party 

relationship with a website publisher than they do with respect to information collected by third parties 

in the online ecosystem. 

In turn, the FTC recognizes that, as first parties, publishers provide an enhanced consumer experience 

including site optimization and personalization and the delivery of more relevant content through the 

collection of data. 

Self Regulatory Programs Underway 

In an effort to further improve consumer trust online, the OPA has worked closely with our colleagues in 

the Digital Advertising Alliance (DAA) to create a self-regulatory regime to provide transparency and 

choice for consumers. Self-regulatory models, such as the one developed by the DAA, can quickly and 

2 



141 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00145 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
09

6

efficiently adapt to changing landscapes and new business practices thereby offering the most effective 

privacy protection for consumers. 

Under the DAA program, consumers can opt-out of being served behaviorally-targeted advertisements. 

In addition, data that is collected cannot be used to determine a consumer's eligibility for employment, 

credit standing, healthcare treatment and insurance. Also, under the DAA program, all entities on the 

Internet are responsible for their own actions. This important provision ensures that everyone in the 

ecosystem that collects and uses data is accountable. This is the most effective way for us to regulate 

our industry. 

The DAA program has shown promising results since it was officially launched in the fall of 2011. The 

opt-out program is easy to identify with the power "t icon, easy to understand and easy to use. The 

power "i" icon appears in nearly 1 trillion ads per month. All ofthe top 15 ad networks are in 

compliance. As more and more consumers become aware of the power "i" icon and the choices 

available to them, we are confident that the self-regulatory model will prove to be highly effective in 

addressing the privacy concerns of consumers. Online privacy is different for every individual and the 

DANs self-regulatory program accommodates those individual choices with ease. 

White House Consumer Privacy Bill of Rights 

On February 23, 2012, the White House released a report entitled "Consumer Data Privacy in a 

Networked World: A Framework for Protecting Privacy and Promoting Innovation in the Global Digital 

Economy." Within the report, the Administration advocates seven core principles, collectively called the 

Consumer Privacy Bill of Rights. They are as follows: 

3 
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Individual Control: Consumers have a right to exercise control over what personal data 

companies collect from them and how they use it. 

Transparency: Consumers have a right to easily understandable and accessible information 

about privacy and security practices. 

Respect for Context: Consumers have a right to expect that companies will collect, use and 

disclose personal data in ways that are consistent with the context in which consumers provide 

the data. 

Security: Consumers have a right to secure and responsible handling of personal data. 

Access and Accuracy: Consumers have a right to access and correct personal data in usable 

formats, in a manner that is appropriate to the sensitivity of the data and the risk of adverse 

consequences to consumers if the data is inaccurate. 

Focused Collection: Consumers have a right to reasonable limits on the personal data that 

companies collect and retain. 

Accountability: Consumers have a right to have personal data handled by companies with 

appropriate measures in place to assure they adhere to the Consumer Privacy Bill of Rights. 

The OPA would like to highlight two principles that are particularly encouraging to publishers. 

The "Respect for Context" principle emphasizes the critical role that context plays in shaping consumer 

expectations and the need for companies collecting consumer data to honor those expectations: 

"Generally speaking, companies should limit personal data uses to fUlfilling purposes that are consistent 

with the context in which consumers disclose personal data." This principle supports the OPA position 

4 
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that first party data collection practices fall within consumer expectations and consumers trust first 

parties to collect and use their data appropriately. The report concludes that "companies may infer 

consent to use personal data to conduct marketing in the context of most first-party relationships, given 

the familiarity of this activity in digital and in-person commerce, the visibility of this kind of marketing, 

the presence of an easily identifiable party to contact to provide feedback, and consumers' opportunity 

to end their relationship with a company if they are dissatisfied with it." In addition, the report suggests 

that companies should be able to infer consumer consent to collect personal data for a range of 

purposes "that are common, even if they may not be well known," such as analytics, fraud prevention, 

compliance with legal obligations and the protection of intellectual property. 

For example, a user might visit CNET.com, a leading source oftech product reviews, to research 3D 

televisions. As the user is reading a review of Sony's newest 3D television, CNET might show a list of 

similar products viewed by others who also read this review. Consumers expect and want publishers to 

offer additional content that may be valuable, ultimately enhancing their website experience. 

In addition, consumers expect that first parties will collect and use information to optimize and subsidize 

online advertising. Last year, our members invested over $750 million in the production and creation of 

high-quality digital content. Ultimately, the future of the online publishing industry will depend on our 

ability to continue to compete successfully in the online advertising marketplace. To remain 

competitive, publishers must continue to have the flexibility to develop innovative and effective 

advertising services for advertisers while also continuing to attract large Web audiences to our digital 

properties. Given the infancy of the industry and the economic challenges facing the publishing 

business, it is important to continue to allow publishers to monetize their investment, especially when 

their efforts meet with consumer expectations. 

5 
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The "Access and Accuracy" prinCiple recognizes that a consumer's right to access the data a company 

holds could have First Amendment implications. As OPA pointed out in its comments to the Department 

of Commerce in January 2011, "any choice or consent requiremenL.should clearly exclude the 

collection of information for newsgathering, political commentary and other forms of editorial 

expression that are protected as core speech," OPA members playa critical role in gathering and 

distributing news and information, a role that is key to a functioning democracy, As such we are pleased 

the report notes that "individuals and members of the press exercising their free speech rights may well 

speak about other individuals and include personal information in their speech" and therefore concludes 

that "[tJhe Access and Accuracy principle should, .. be interpreted with full respect for First 

Amendment values, especially for non-commercial speakers and individuals exercising freedom of the 

press," 

Despite these positives, however, the OPA must note concerns with other portions of the Consumer 

Privacy Bill of Rights, 

The report urges consumer-facing companies, such as publishers, to disclose not only their own data 

collection and use practices but also those of their business partners and service providers. Publishers 

are actively working to monitor, track and limit the data collection activities of third parties on their 

websites in order to protect their customers, However, based on the complex nature of the Internet 

today, the number of partners and service providers changes frequently and dynamically, making this a 

daunting task. The obligation to disclose practices of other parties implies that publishers would be 

responsible for violations by these other parties which would be an unworkable model. We believe that, 

6 
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as in the case of the DAA's self-regulatory program, each entity should be held responsible for its own 

actions. 

The Access and Accuracy principle "recognizes that the use of inaccurate personal data may lead to a 

range of harms." Accordingly, the report urges companies that collect consumer data to "provide 

consumers with reasonable access to personal data that they collect or maintain about them, as well as 

the appropriate means and opportunity to correct inaccurate data or request its deletion or use 

limitation." The burden imposed by this obligation is amplified by the report also requiring that 

whatever mechanisms companies create to allow consumers to review and correct data "should not 

create additional privacy or security risks." Allowing all consumers to access whatever data companies 

have about them, while ensuring that those who access the data are the very consumers (and only the 

very consumers) to which the data pertain, presents significant technical challenges and could actually 

increase risk to consumers. 

In summary, while we appreciate many elements of the Administration's proposal, as we have noted, 

there are aspects which are of concern. Ultimately, we believe industry's self-regulatory program can 

more quickly and effectively deliver privacy protections for consumers than a legislative or regulatory 

approach. 

Conclusion 

Thank you for the opportunity to present the perspective of online publishers. We appreciate the 

Committee's leadership role on consumer privacy issues and we look forward to continuing to work with 

you. 

7 
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Mrs. BONO MACK. Thank you very much. Mr. Zaneis, you are rec-
ognized for 5 minutes. 

STATEMENT OF MICHAEL ZANEIS 
Mr. ZANEIS. Thank you very much, Chairman Bono Mack and 

Ranking Member Butterfield, for this opportunity to testify before 
you on these important issues today. My name is Mike Zaneis. 

Mrs. BONO MACK. Please pull your microphone closer. 
Mr. ZANEIS. My name is Mike Zaneis, and I am the Senior Vice 

President and General Counsel for the Interactive Advertising Bu-
reau. IAB represents more than 500 leading new media companies. 
That includes the largest Internet portals and search engines, tra-
ditional newspapers and magazines, television broadcasters who 
are migrating their content to the digital world. And increasingly 
that includes the smallest players in this ecosystem, the mom and 
pop small publishers that constitute the long tail of Internet. But 
the thread that binds them all together is they depend upon digital 
advertising, the advertising revenue that allows them to invest in 
creative new content and innovative services, almost all of which 
are available freely to consumers. 

So I would also like to take this opportunity to congratulate 
President Obama’s administration and the Federal Trade Commis-
sion on the release of their respect of privacy reports recently. We 
are especially gratified when both reports recognize the tremen-
dous success of industry self regulation in the consumer privacy 
arena. 

Some 4 years ago IAB joined with our sister trade associations, 
the 4As, the ANA, DMA and in conjunction with the Council of 
Better Business Bureaus to create the most comprehensive, digital 
consumer privacy self-regulatory program. We were especially 
proud to be asked to participate, as you were, Chairman Bono 
Mack, on February 23rd when the White House held a press con-
ference to release their privacy report. The DAA was held up as a 
model of success for what they call enforceable codes of conduct. 
Similarly, the FTC has recognized the great progress that we have 
made in self-regulation. And I think that all of this praise is with 
great merit. 

I would like to share a couple of data points with you, metrics 
of success if you will. As Chairman Leibowitz testified to earlier 
today, the DAA program is transforming the way consumers re-
ceive information about how data is collected and used about them 
online. The ad choices icon, that little blue triangle with an ‘‘I’’ in 
it that you are seeing all over the Internet is being served within 
more than 1 trillion ads every month. Let me repeat that, more 
than 1 trillion ads every month contain this new notice provision. 
It is easy, it is easily discoverable for consumers. They can click on 
the icon and within 2 or 3 sentences they can understand how data 
is being collected about them. This is revolutionary. 

Of equal importance is the fact that within that simple notice 
they can click through to the consumer choice page. And that is a 
simple, one-stop shop mechanism for consumers to opt out of hav-
ing data collected about them. That is key. We have over 93 third- 
party entities participating in the DAA consumer choice page. It 
covers well over 90 percent of the ecosystem. 
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The last statistic I would like to share with you is through the 
Council of Better Business Bureaus’ enforcement program we are 
covering 100 percent of the digital advertising ecosystem. That is 
because the BBB doesn’t just enforce against IAB members or DAA 
members. No, they enforce against every party throughout the sup-
ply chain, and that is key because we know any self-regulatory pro-
gram is only as strong as the enforcement mechanism behind it. 

I think that this track record of success is what I would like to 
really focus on with the last minute I have here because there is 
a cautionary tale in each of these privacy reports as well. We want 
to ensure that any additional enforceable codes of conduct that are 
developed really build off track record of success self-regulation 
proven recently. Instead of displacing it we should build on that. 

Secondly, I want to make sure before government entities call for 
new government burdens and requirements, that they have identi-
fied specific concerns and that they have well targeted legislative 
proposals to address those concerns. 

Lastly, I would like to point out one provision that we have great 
concern with in the Federal Trade Commission’s report, and that 
is this new call for data broker legislation. 

I think we need to realize the FTC has given great praise to self- 
regulation with one hand and we want to make sure that they 
don’t take that away by having an overly broad definition of data 
broker. In this day and age in the digital economy we have to real-
ize that every publisher, every marketer, every ad agency, every 
advertising network and every analytics firm that is operating on 
the Internet transacts in data. We have to understand that in this 
information economy data is the new currency. 

With that, I look forward to working with the subcommittee and 
the full committee, the Commission and the administration as we 
move forward on these issues. And I look forward to taking any 
questions you may have. 

[The prepared statement of Mr. Zaneis follows:] 
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Chairman Bono Mack, Ranking Member Butterfield, and Members of the Subcommittee, 

good morning and thank you for the opportunity to speak at this important hearing. 

My name is Michael Zaneis. I am Senior Vice President and General Counsel of the 

Interactive Advertising Bureau ("lAB"). Founded in 1996 and headquartered in New York City, 

lAB (www.iab.net) represents over 500 leading companies that engage in and support the sale of 

interactive advertising, including prominent search engines and online publishers. Collectively, 

our members are responsible for selling over 86% of online advertising in the United States. 

lAB educates policymakers, consumers, marketers, agencies, media companies and the wider 

business community about the value of interactive advertising. Working with its member 

companies, lAB evaluates and recommends standards and practices and fields critical research 

on interactive advertising. lAB has also led, with other prominent trade associations, the 

development and implementation of cross-industry self-regulatory privacy principles for online 

data collection, which is the program known as the Digital Advertising Alliance ("DAN'). 

The lAB appreciates the Subcommittee's interest in exploring how consumer privacy 

concerns should be balanced with consumers' desire for innovative products and services. We 

believe that industry self-regulation, coupled with consumer education, is the best way to strike 

this balance. Industry self-regulation is flexible and can adapt to rapid changes in technology 

and consumer expectations, whereas legislation and government regulation can stifle innovation. 
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I. Benefits of Online Advertising 

The Internet is a tremendous engine of economic growth. It has become the focus and a 

symbol of the United States' famed innovation, ingenuity, inventiveness, and entrepreneurial 

spirit, as well as the venture funding that follows. Simply put: the Internet economy and the 

interactive advertising industry creates jobs. A 2009 lAB study found that more than three 

million Americans are employed due to the advertising-supported Internet, contributing an 

estimated $300 billion, or approximately 2%, to our country's GOP.l There is Internet 

employment in every single congressional district.2 

Advertising fuels the Internet economic engine. Revenues from online advertising 

support and facilitate e-commerce and subsidize the cost of content and services that consumers 

value, such as online newspapers, blogs, social networking sites, mobile applications, email, and 

phone services. Because of advertising support, consumers can access a wealth of online 

resources at low or no cost. These advertising-supported resources have transformed our daily 

lives. The support provided by online advertising is substantial and growing despite the difficult 

economic times. In the first halfof201 I, Internet advertising revenues reached a new high of 

$14.9 billion, an impressive 23% higher than the same period the previous year.) 

I Hamilton Consultants, Inc. with Professors John Deighton and John Quelch, Economic Value of the Advertising
Supported Internet &osystem, at 4 (June 10,2009), available at hltp:!!www.iab.net!mediaifile!Economic-Value
Report.pdf. 

21d at 53. 

3 Interactive Advertising Bureau Press Release, "Internet Ad Revenues at Nearly $15 Billion in First-Half20 11, Up 
23%. Second QUa!1er 20 II Breaks Record Again" (September 28, 20 II) (reporting results of 
PricewaterhouseCoopers study). 

2 
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Interest-based advertising is an essential form of online advertising. As the 

Subcommittee knows, interest-based advertising, also called behavioral advertising, is delivered 

based on consumer preferences or interests as inferred from data about online activities. 

Consumers are likely to find interest-based advertisements more relevant than random messages, 

and advertisers are more likely to attract consumers that want their products and services. 

Websites also benefit because interest-based advertising garners better responses, allowing 

websites to earn more revenue - and support more content and services - with fewer 

advertisements. 

Interest-based advertising is especially vital for small businesses. Smaller advertisers can 

stretch their marketing budgets to reach consumers who may be interested in their offerings. 

Smaller website publishers that cannot afford to employ sales teams to sell their advertising 

space, and may be less attractive to large brand-name advertising campaigns, can increase their 

revenue by featuring advertising that is more relevant to their users. In turn, advertising

supported resources help other small businesses to grow. Nearly two-thirds of U.S. small 

businesses use online tools, such as travel booking and networking services, to help them run 

their companies. 

Recent research highlights the importance of interest-based advertising. During the 

Subcommittee's September 15,20 II, hearing on "Internet Privacy: The Impact and Burden of 

EU Regulation," the Subcommittee heard testimony from Professor Catherine Tucker about the 

effect on advertising performance of the European Union's e-Privacy Directive, which limits the 

ability of companies to collect and use behavioral data to deliver relevant advertising. Professor 

3 
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Tucker's research on this question found that the e-Privacy Directive was associated with a 65% 

drop in advertising performance, measured as the percent of people expressing interest in 

purchasing an advertised product. The study also found that the adverse effect of such regulation 

was greatest for websites with content that did not relate obviously to any commercial product, 

such as general news websites. 

In general, the data used for interest-based advertising is not personally identifiable, 

except when consumers choose to provide personally identifiable information. Nevertheless, the 

advertising industry recognizes and respects that some consumers may prefer not to receive such 

advertising. I will be updating the Subcommittee on the tremendous efforts of our industry to 

make sure that consumers have transparency about online behavioral advertising, and that 

consumers can exercise control over their preferences - including opting out, if they so desire. 

II. Industry Self-Regulation of Online Data Practices 

A. Implementation Update on Digital Advertising Alliance 

Today, I would like to highlight for the Subcommittee the latest developments in the 

DAA Self-Regulatory Program for online data collection, which was recently recognized by the 

White House as "an example of the value of industry leadership as a critical part of privacy 

protection going forward,,4. 

4 Speech by Danny Weitzner, We Can't Wait: Dbama Administration Callslor A Consumer Privacy Bill alRights 
fin' the Digital Age (February 23, 2012), available at http://www.whitehouse.gov/blogl2012!02123/we.can-t-wait
obama-adminislralion-calls-consumer-privacy-bill-righls-digital-age (last visited March 16,2012). 

4 
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The DAA initiative was led by the lAB along with other leading trade associations: the 

American Association of Advertising Agencies ("4A's"), American Advertising Federation 

("AAF"), Association of National Advertisers ("ANA"), and Direct Marketing Association 

("DMA"). Our trade associations collectively represent more than 5,000 U.S. corporations 

across the full spectrum of businesses that have shaped and participate in today's media 

landscape. Our record amply demonstrates the merits of industry self-regulation. 

As the Subcommittee has heard in prior testimony, the Self-Regulatory Principles for 

Online Behavioral Advertising (,'OBA Principles") were released in July 2009, following a 

roadmap set forth by the Federal Trade Commission.s Following additional dialogue with the 

Commission, in November 2011, the DAA extended the OBA Principles with the release of the 

Self-Regulatory Principles for Multi-Site Data ("MSD Principles"). The MSD Principles 

establish comprehensive self-regulatory standards governing the collection and use of "multi-site 

data," defined as data collected from a particular computer or device regarding Web viewing 

over time and across non-affiliated Websites. The MSD Principles build on the DANs existing 

implementation and accountability efforts, including the enforcement programs administered by 

the DMA and the Council of Better Business Bureaus ("CBBB"). 

The DAA's distinctive Advertising Option Icon is a key feature of the Self-Regulatory 

Program. Launched in 20 I 0, the Advertising Option Icon is now a familiar sight across the 

Internet. Participating companies serve the Icon in or around advertisements as a uniform way to 

5 Federal Trade Commission Staff Report, Self-RegulatOlY Principles/or Online Behavioral Advertising (February 
2009), available at http://www.ftc.gov!os/2009/02/P085400behavadreport.pdf. 

5 



154 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00158 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
10

7

provide consumers with transparency and choice in compliance with the Self-Regulatory 

Principles. 

Over the past year, the DAA has achieved several significant milestones in its 

implementation of the Self-Regulatory Program: 

The Icon is being served in nearly I Trillion ad impressions per month. 

We believe that the DAA program now covers over 90% of the online behavioral 

advertising being delivered, based on the participation of the top 15 U.S. ad networks. 

• Today, the DAA program has more than two thousand companies licensed to use the 

Advertising Option Icon ("Jeon") (including leading global advertisers like American 

Express, AT&T, Disney, General Motors and Kraft Foods). Not only is the DAA 

working directly with large publishers - it has also forged innovative partnerships to 

enable small business publishers to display the Icon on their web sites for free. 

The DAA's AboutAds website (www.aboutads.info) provides consumers with 

information about online advertising and provides an easy-to-use opt out mechanism. 

There have been over 5 million page views at AboutAds.info since its inception about a 

year ago. 

Shortly after the launch of AboutAds.info, in December 20 10, there were about 4,300 

page views per week, with 36% of visitors to Aboutads.info coming from the Icon. At 
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this time, there are approximately 520,000 page views per week, a dramatic increase that 

is tied directly to the broad adoption and proliferation of the Icon. 

• In November 2011, the CBBB announced its first enforcement cases. 

In December 20 II, the DAA began to offer tools that enable persistent consumer opt outs 

in Chrome and Firefox browsers. The DAA released a persistency tool for users of 

Internet Explorer in March 2012. 

In January 2012, the DAA launched an education campaign to inform consumers about 

interest-based advertising and how to take greater control of their online privacy. This 

multi-phase online campaign, designed by McCann Erickson Worldwide, includes banner 

advertising that directs consumers to the DANs Icon and links to a new, informational 

website, www.youradchoices.com. which features three educational videos and a user

friendly consumer choice mechanism. The website has already had over 2.3 million page 

views since its launch. To continue driving traffic to this website, the DAA has secured 

nearly 2 Billion pro bono ad impressions from companies participating in the Program. 

We expect that the DAA Self-Regulatory Program will continue to adapt over time to 

respond to changes in technology and consumer concerns. Currently, the DAA has convened a 

subcommittee of its Communications and Advisory Committee that is working to extend the 

Principles to the mobile ecosystem. 

7 
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B. Benefits of Industry Self-Regulation 

The lAB's commitment to self-regulation has put us at the forefront of new consumer 

protection initiatives. The lAB believes that self-regulation is the appropriate approach for 

addressing the interplay of online privacy and online advertising practices. This approach has 

been successful in addressing consumer concerns while ensuring that the U.S. Internet economy 

can continue to thrive. Self-regulation provides industry with a nimble way of responding to 

new challenges presented by the evolving Internet ecosystem. For our information-driven 

economy to thrive and continue as an engine of job creation, self-regulation led by industry 

codes of conduct is the ideal way to balance privacy and innovation. 

Based on the lAB's commitment to advancing industry self-regulation, we are concerned 

about some of the proposals recently put forward by the Obama Administration and the Federal 

Trade Commission in their respective consumer data privacy frameworks. In particular, both the 

Administration and the Federal Trade Commission have called for comprehensive legislation in 

the area of consumer data privacy. The lAB does not believe that such new legislation is needed 

at this time. There has been no demonstration that legislation is needed or any evaluation of 

legislation's likely impact on this leading area of American job creation. lAB is concerned that 

laws and regulations are inflexible and can quickly become outdated in the face of evolving 

technologies. When this occurs, legislation thwarts innovation and hinders economic growth. 

Formal rules can also serve as a disincentive to the marketplace to innovate in the area of 

privacy. Companies are increasingly offering consumers new privacy features and tools such as 

sophisticated preference managers, persistent opt outs, universal choice mechanisms, and 

8 
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shortened data retention policies. These developments demonstrate that companies are 

responsive to consumers and that companies are focusing on privacy as a means to distinguish 

themselves in the marketplace. lAB believes that this impressive competition and innovation 

should be encouraged. New laws or rules could impede future developments or discourage 

companies from continuing to compete over privacy features. 

III. Remarks on the Federal Trade Commission Framework 

The lAB is similarly concerned that new proposals put forward this week by the Federal 

Trade Commission could impede economic growth and innovation. In particular, I would like to 

highlight for the Subcommittee the potential negative consequences of the Commission's call to 

single out "data brokers" for new restrictions. 

The term "data broker" has no widely accepted definition, and the definition proposed in 

the Commission's framework is extremely broad. The Commission defines a "data broker" as a 

company that collects information from a variety of sources for the purpose of reselling such 

information to customers for purposes including marketing.6 This definition is far broader than 

the definition contained in the prior legislation referenced in the Commission's report. In fact, 

virtually every publisher site, advertiser, ad network, or analytics firm collects or shares data 

with other parties in order to make the digital economy work, and would be at risk of falling 

within the category proposed by the Commission. 

6 fTC Report, "Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and 
Policymakcrs" (March 2012). 
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Data access legislation based on such an expansive definition could harm the most 

fundamental operations of the Internet. As the Commission itself recognizes in its report, "the costs of 

providing individualized access and correction rights [for data used solely for marketing purposes] 

would likely outweigh the benefits.'" Online advertising data is not generally personally identifiable 

and is not generally maintained in a format that would be meaningful to consumers. Providing 

individual access and correction rights for such data, for most companies operating today, would be 

prohibitively costly and could require the collection of personally identifiable information that would 

not otherwise be collected. Thus, to avoid unintended and counterproductive outcomes, it would be 

essential to carefully and narrowly define the entities that would be covered by any new legislative or 

self-regulatory proposals aimed at "data brokers." 

IV. Development of Industry Codes of Conduct 

As the Administration considers the appropriate approach for facilitating stakeholders' 

development of privacy codes of conduct, the lAB believes that it is essential to build on rather 

than undermining - effective selt~regulatory initiatives that already exist. 

A. Survey of Existing Self-Regulation 

First, the Administration, through the National Telecommunications and Information 

Administration ("NTIA"), should target only those issues that are not subject to existing statutory 

regimes or self-regulatory programs. This would serve two main purposes. It would allow 

NTIA to identify and replicate the common attributes among initiatives that have resulted in 

7 Id. at 65. 
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successful standards and programs. In addition, this type of survey would help NTIA to ensure 

that the multistakeholder process is not revisiting areas that are already covered by existing 

codes. 

The business community has invested significant resources to develop effective codes of 

conduct and accountability mechanisms to address specific privacy concerns. It is important that 

the Administration avoid disrupting these existing industry codes in order to avoid consumer 

confusion and duplicative or contradictory obligations for businesses. For instance, the JAB has 

established a Member Code of Conduct, to which all lAB members are required to adhere.s Our 

" 
Code builds on the DAA's Self-Regulatory Program, which establishes principles for the 

collection and use of Web viewing data for purposes such as online behavioral advertising. 9 

These are among many industry initiatives that have resulted in robust, voluntary programs that 

promote best practices designed to protect consumers while fostering economic growth and 

market innovation. The NTIA should not in any way interfere where there are already industry 

developed standards in place. 

B. Room for Private Negotiations 

Second, NTIA should take steps to foster industry participation in the proposed process, 

speci fically by recognizing the important role of private negotiations. The Administration has 

proposed an open and transparent process to develop codes of conduct. This goal should be 

balanced with ample room for companies to engage in private discussions. In the lAB's 

8 lAB Website, "lAB Member Code of Conduct," available at http://www.iab.nct/public policy/codeofconduct. 
9 Digital Advertising Alliance Website, available at www.aboutads.info. 

II 
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experience as a leader of self-regulatory initiatives, such private negotiations promote the frank 

exchange of ideas and can help participants to reach consensus despite divergent views. 

Companies operate in competitive marketplaces. They have little incentive to share 

proprietary information in a public forum, especially when other participants have a history of 

using information against companies as a basis for litigation or media scrutiny. Thus, while 

some stages of the multistakeholder process may present periodic opportunities for transparency, 

such as to solicit feedback, the lAB encourages the Administration to structure a process that 

emphasizes private discussions among industry representatives. 

C. Industry Leadership 

The lAB's experience also shows that industry leadership in drafting codes is important 

to achieving a workable balance of privacy and innovation. The business community is in a 

unique position to understand both technological limitations and consumer expectations. These 

insights are critical to create effective but feasible standards that can be adopted and 

implemented broadly by industry. 

The example of the DAA Self~Regulatory Program illustrates the merits of industry 

negotiation and leadership. Hundreds of companies. including lAB members. are now 

participating in this program. In line with the Administration's vision for codes of conduct, the 

underlying Self-Regulatory Principles were generated through a multistakeholder process 

involving 11 trade associations and 25 companies that met regularly to achieve consensus. 

Discussions were largely private with input provided at appropriate stages by government 

agencies and private advocacy groups. This effort, which has been universally applauded, 

12 
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resulted in comprehensive principles and the unique Advertising Option leon to foster consumer-

friendly standards across the Internet data ecosystem. This model demonstrates the potential for 

codes of conduct to attract widespread voluntary participation. This was done without 

government funding or government-convened forums. 

D. Government Role as Facilitator 

NTlA should have a limited role in the multistakeholder process. The Administration has 

stated that "the stakeholders themselves will control the process and its results."'o We urge the 

Administration to adhere to its commitment that the agency will not substitute its own judgment 

when stakeholders are developing codes of conduct." As the White Paper states, "there is no 

Federal regulation at the end of the process.,,'2 Thus, to achieve the voluntary adherence sought 

by the Administration, the lAB believes that industry leadership will provide the best opportunity 

for success. 

* * * 

Thank you again for inviting me to testify before the Subcommittee. I look forward to 

answering any questions the Subcommittee may have. 

IU The White House, Consumer Data Privacy in a Networked World: A Framework/or Protecting Privacy and 
Promoting Innovation in the Global Digital Economy 24 (February 2012) (hereinafter "White House Framework"). 
"Id at 27. 
12 Id at 24. 

13 
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Mrs. BONO MACK. Thank you very much. 
Mr. Brookman, welcome. And you are recognized for 5 minutes. 

STATEMENT OF JUSTIN BROOKMAN 
Mr. BROOKMAN. Thank you, Madam Chairman, Ranking Member 

Butterfield, members of the committee. Thank you very much for 
the opportunity to testify in today’s hearing. I think you have cho-
sen a really apt title for this hearing. Privacy and innovation are 
two issues that are very near and dear to CDT’s heart. They are 
both vitally important and I think it is fair to say we probably 
failed so far in obtaining both of them for consumers. 

However, I want to stress that privacy and innovation are not op-
posite ends of the spectrum. Innovation and privacy are not a zero 
sum game. To the contrary, invasion thrives in an environment of 
trust. And the assurance of privacy is integral to consumer trust 
and new technologies. 

I think over the past couple of years we have started to reach 
a tipping point where consumers have developed considerable mis-
trust about how their information is being collected and used both 
online and off. I can refer you to my written testimony for just a 
handful of any number of recent studies demonstrating that mod-
ern consumers are very, very worried about privacy and in many 
cases are resisting adoption of technology such as location base 
services and mobile banking applications because of concerns about 
protection of their personal information. 

In short, if consumers are unable to trust this increasingly com-
plex network of innovative services, then innovation itself will suf-
fer. For this reason we have seen a number of leading companies 
step forward and say the United States needs a flexible comprehen-
sive privacy law. 

Two years ago before this subcommittee was Intel and Microsoft, 
who testified in a hearing about their support for privacy legisla-
tion and the need for clear and consistent consumer protections to 
encourage the adopting of cloud computing technologies. But it is 
also increasingly emerging niche players in smaller and developing 
markets who stand to benefit from increased consumer trust of a 
result of consistent privacy standards. So recently the chief strat-
egy officer of the Honda Group, which is a consulting firm for facial 
recognition and digital signage companies that evaluate consumer 
faces in public and try and decide what ads to show to them, ar-
gued that our industry needed a legislative solution on privacy, 
saying that whether through an expansion of the Electronic Com-
munications Privacy Act or under entirely new privacy legislation 
I believe that clear and concise rules regarding what can and can-
not be collected and/or communicated through digital media and in-
tegration will minimize unnecessary confusion, vulnerabilities and 
liabilities to consumers, network operators and deployers. 

Now this is an industry at the bleeding edge of technology argu-
ing for baseline rules to promote trust in their products. In fact 
CDT has worked really closely with members of this industry to de-
velop voluntary codes of conduct to promote that trust. So far it is 
just the self-regulatory standards not everyone has to follow. And 
there is concern that leading actors will try to do the right thing 
to promote trust in the ecosystem but the smaller free riders who 
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are not as publicly known or don’t have a consumer effacing side 
will fail to follow those same rules and will be able to coast on and 
consume that goodwill from self-regulation. That is from those who 
have agreed to protect consumers’ privacy. 

So for these reasons CDT has been really supportive of the idea 
of comprehensive privacy legislation both to protect consumers’ 
rights, but also to foster confidence they can engage with and adopt 
new services and technologies without worrying that they have no 
idea and no way to find out what is happening with their personal 
information. 

I think the goal that legislation is trying to achieve here, I hope 
not controversial, is to treat user information reasonably, to follow 
the basic principles of transparency about practices, but not re-
questing or retaining more information than you need, giving users 
some measure of control over what happens to their information. 
The hard question has always been how do you take these high 
level ideas and turn them into operational rules or reverse business 
practices and technologies and industries. And how do you give 
companies certainty that their practices will be deemed appro-
priate? You could have very prescriptive technology specific legisla-
tion which would have to be updated constantly like the Tax Code. 
At CDT we push against that approach because we don’t think 
statutory law should mandate particular technological solutions 
and that law will have trouble keeping pace with the technological 
innovation. 

The value of the voluntary code of conduct approach is that in-
dustry will have a key role in taking a hand at developing the spe-
cific rules that they will be following because they typically have 
the most knowledge about how the technology works and what will 
and will not be practical. We believe this is the best way to create 
certainty for companies and encourage privacy innovation over 
time and reward the adoption of accountable practices. 

Another way to do it could be through FTC rulemaking and en-
forcement powers and useful backstops. But I think the preferable 
ideal approach is for stakeholders to come together to develop rea-
sonable, rational flexible rules for industry players that they can 
rely upon as they develop new ad innovate consumer services. 

Now we have some concerns about whether this multi-stake-
holder process will work without substantive law in place, that you 
need to get soft safe harbor compliance, deemed compliance for. Ul-
timately I think it will be necessary for legislation to incentivize 
companies to come to the table to work on these industry wide 
codes of conduct. However, we understand the administration’s de-
sire to move forward giving consumer concern about privacy. And 
we are hopeful that there are some areas where there are sufficient 
incentives to get everyone to the table to agree to good strong rea-
sonable privacy rules. If that happens we can make substantive 
progress on privacy now and we will have a model that should in-
form the shape of privacy legislation in the future. 

Thank you very much again for holding this hearing. I look for-
ward to discussing this issue with members of the committee. 

[The prepared statement of Mr. Brookman follows:] 
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Statement of Justin Brookman 
Director, Consumer Privacy 
Center for Democracy & Technology 

Before the Committee on Energy and Commerce 
Subcommittee on Commerce, Manufacturing, and Trade 

Hearing on 
"Balancing Privacy and Innovation: Does the President's Proposal Tip 
the Scales?" 

March 29, 2012 

Chairman Bono Mack, Ranking Member Butterfield, and Members of the 
Subcommittee: 

On behalf of the Center for Democracy & Technology (COT), I thank you for the 
opportunity to testify today. We applaud the Chairman's continuing leadership in 
exploring privacy issues and potential solutions. 

COT is a non-profit public interest organization dedicated to keeping the Internet 
open, innovative and free. We believe that privacy and innovation - when 
properly balanced - are mutually beneficial. We view the Administration's 
proposal for transparent, multistakeholder collaborations to translate the Fair 
Information Practices (FIPPs) into voluntary, enforceable codes of conduct as a 
modest but important step forward toward protecting user rights and building the 
consumer trust necessary to encourage continued innovation. Ultimately, 
however, we agree with the Administration and the Federal Trade Commission 
that flexible, comprehensive legislation will be necessary to fully achieve these 
goals. 

My testimony begins with a brief overview of the privacy threats faced by modern 
consumers, analyzes the relationship between privacy and innovation, and finally 
discusses the Administration's proposal and the need for a privacy framework to 
support the rapid innovation propelling our economy forward today. 
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1. Privacy in the information age 

Privacy is an essential building block of trust in the digital age. However, in recent years, 
technological developments and market forces have created fundamental challenges to our 
assumptions about privacy. Massive increases in data storage and processing power have 
enabled diverse new business models predicated on the collection, analysis and retention of 
richly detailed data about consumers and their online - and offline - activities. While these 
new services and applications are often of great value to consumers, they also present new 
risks to consumer privacy. Americans turn to search engines to answer sensitive questions 
about their health. They use smart phone applications to pinpoint their location and obtain 
directions to a lawyer's or therapist's office. They shop, leaving digital traces of the book stores 
they browse, credit card numbers, and home and email addresses with "salesclerks" they never 
meet. 

Loss of Control 

A crucial first step to protecting privacy is empowering consumers to make meaningful decisions 
for themselves. Meaningful decisions presuppose both that choices are available and that 
consumers understand enough about the services they use (and, even more obscurely, the 
online data trade these services participate in). 

It is well-established that consumers today simply aren't provided with enough insight to make 
informed choices, even when such choices are available. For example, a 2009 study conducted 
by researchers at UC Berkeley and the University of Pennsylvania's Annenberg School of 
Communication found that sixty-two percent of respondents incorrectly believe that "If a website 
has a privacy policy, it means that the site cannot share information about you with other 
companies, unless you give the website your permission.'" 

Given the considerable length and complexity of most privacy policies, it is no surprise that 
consumers do not understand their purpose. Researchers at Carnegie-Mellon University have 
shown that for a consumer to reach a basic understanding of how his or her information is being 
collected and used, he or she would have to spend between 181 and 304 hours each year 
reading Web site privacy policies. Nationally, this sums to between 39.9 and 67.1 billion hours 
per year spent reading privacy policies, for an estimated annual national economic cost of 
between 559 billion and 1.1 trillion dollars. ' 

This state of affairs is made worse still by the fact that the few controls we do have are often 
overcome. Over the past few years, we've seen "flash cookies" override choices made by users 
who choice to disable cookies to avoid tracking.' More recently, we read about Google's 
inadvertent tracking of users on Apple's Safari browser, despite privacy features in the browser 
that should be trusted to prevent such tracking' Mobile applications routinely take more 

1 Turow, et. ai, Americans Reject Tailored Advertising and Three Activities that Enable It, September 29, 2009, 
http://papers,ssm.com/soI3/pa pers. cfm?a bstracUd= 14 78214. 

2 Aleecia McDonald and Lorrie Faith Cranor, The Cost of Reading Privacy Policies, liS; A Journal of Law and Policy 
for the Information Society (2008 Privacy Year in Review issue), available at 
http://iorrie.cranor.org/pubs/reading PolicyCost -authorDraft. pdf. 

3 See, e.g., Ayenson, et. al., Flash Cookies and Pn'vacy 1/; Now with HTML5 and ETag Respawning, July 29,2011, 
http://papers.ssm.com/soI3/pape rs.efm ?abstraeUd= 1898390. 

4 Julia Angwin and Jennifer Valentino-Devries, Google's iPhone Tracking, The Wall Street Journal, February 17, 
20 12, http://online.wsj.eom/article/SB10001424052970204880404577225380456599176.html. 

4~.'~dt www.cdt.org 
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consumer data than they need,' including in many cases entire address books.6 And major 
services have violated their own privacy policies, leaving users unsure of what to expect.7 

This lack of meaningful understanding and choice is just the threshold problem. A lack of 
privacy assurances creates an array of undesirable results, from palpable physical and financial 
losses (in the cases of stalking8 and identity theft'), to global distrust of American products and 
services. '° 

Why Privacy Matters 

As the President wrote in his forward to the Department of Commerce's privacy report: 

Americans have always cherished our privacy. From the birth of our republic, we 
assured ourselves protection against unlawful intrusion into our homes and our 
personal papers. At the same time, we set up a postal system to enable citizens 
all over the new nation to engage in commerce and political discourse. Soon 
after, Congress made it a crime to invade the privacy of the mails. . .. Citizens 
who feel protected from misuse of their personal information feel free to engage 
in commerce, to participate in the political process, or to seek needed health 
care. '1 

The enjoyment of privacy enables the exercise of our right to liberty. The FTC recently 
endorsed the idea that privacy harms extend beyond literal physical and financial harms.'2 

, Scott Thurm and Yukari Iwatani Kane. Your Apps are Watching You, THE WALL STREET JOURNAL, December 17, 
2010, http://online.wsj.comlarticleISB10001424052748704694004576020083703574602.html 

5 Cesar Torres, Path addresses privacy controversy, but social apps remain a n'sk to users, ARSTECHNICA, February 
12, 20 12, http://arstechnica.comlgadgetslnewsI2012102Ipath-add resses-privacy-co ntrovers y-but-social-a pps-rema in
a-risk-to-use rs. a rs. 

7 See, e.g., In re Facebook. Inc .. FTC File No. 092 3184 (Nov. 29, 2011) (proposed consent order). available at 
hUp:l/www.ftc.govloslcaselisU09231841111129facebookagree.pdf., In re Google Inc .. FTC Docket No. C-4336 (Oct 
13, 2011) (consent order) available at http://www.ftc.govloslcaselisU1 023136/110330googlebuzzcomptpdf. 

8 See. e.g .. Kate Ashford, Online Privacy Predators, Women's Health. December 20. 2010, 
hUp:l/www.womenshealthmag.comllifelcyber-crime. 

, Identity theft and other scams cost Americans $1.52 billion last year. Ian Simpson, ID theft. fraud cost Americans 
$1.528 last year, MSNBC. February 28. 2012. http://www.msnbc.msn.com/id/46562746/nslbusiness
consumer_newsltJjd-theft-fraud-cost-americans-b-last-year/. 

10 See. e.g., Jennifer Baker. European distrust of US data security creates market for local cloud service, 
COMPUTERWORLD. December 2, 2011. 
http://www.computerworld.comls/article/9222351IEuropean_distrust_oCUS_data_security_creates_markeUoUocal 
_cloud_service. 

11 See generally Consumer Data Privacy in a Networked World: A Framework for Protecting Privacy and Promoting 
Innovation in the Global Digital Economy, The White House. February, 2012. 
hUp:!!wwwwhitehouse.gov/sitesldefauIUfileslprivacy-final.pdf (letter from President Obama). 

12 The recent News of the World hacking incident provides a useful case study about why an expansive definition of 
"harm" is necessary to evaluate privacy concerns. In this example. reporters from a British tabloid used readily
available technological means to obtain the private voicemails of dozens of high-profile celebrities. The tidbits 
gleaned from these voicemails became the basis for many of the paper's subsequent stories. Although the 
individuals whose privacy was breached cannot say they were "hamned" in a physical or economic sense. an ordinary 
person would certainly deem this unexpected access of their private communications to be improper. unwarranted. 
not consented to, and. hopefully. illegal. See Julia Day. August 5, 2006. Phone Tap Invesljgation Widens. 
http://www.guardian.co.uk/media/2006Iaug/09Iroyalsandthemedia.themonarchy 

,.. ........ WWw.cdt.org 
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These include "the unexpected revelation of previously private information, including both 
sensitive information (e.g., health information, precise geolocation information) and less 
sensitive information (e.g., purchase history, employment history) to unauthorized third 
parties.,,13 The FTC's recent actions against Google Buzz and Facebook exemplify rectification 
of these harms.'4 These harms should resonate on both a personal and business level: 
unexpected uses of data damage our trust and impinge upon our desire to engage with 
innovation. 

Increasingly, we live in a world where everything we do is observable. Pervasive closed-circuit 
television and drone surveillance, and the emergence of facial recognition, may soon allow 
companies to persistently track users across space and over time by their individual identities.15 
Indeed, even the privacy that we expect inside our house is threatened by technological 
developments. Researchers at the University of Washington have uncovered ways to 
determine what television shows are being watched inside a home by measuring the 
electromagnetic radiation emitted from the power lines publicly observable outside your house.'6 

There is an incredible amount that we as a society have to gain from innovative new 
technologies, but there is also an incredible amount that we have to lose. Without a framework 
in place to assure everyday consumers of the ability to limit the collection and retention of the 
minutiae of their lives by unknown third parties, any sense of a realm of personal privacy may 
completely evaporate. In short, we may lose: 

Our right to read newspapers unnoticed: to throw a quarter into the vending box and 
grab a copy, to privately choose which articles we read and which we don't, gradually 
slips away each time a local paper shutters its presses or halts print distribution. 

Our right not just go for a drive unnoticed, but to talk to friends unnoticed, to write letters 
unnoticed,17 to read books unnoticed, to watch a TV show unnoticed, to buy a gift 
unnoticed - all of these rights are eroding as these activities move into the networked 
world and surveillance technologies become more sophisticated. 

Our right to walk down the street unnoticed, whether en route to a political rally or to a 
doctor's office, is eroding as facial recognition technology advances and becomes more 
widely deployed.'· 

13 Protecting Consumer Privacy in an Era of Rapid Change, Federal Trade Commission Report, March 2012, 
http://www.ftc.gov/os/2012/03/120326privacyreport.pdf, 8. 

"Id. 

15 See Harley Geiger, The Drones are Coming, COT Blog, December 21, 2011, https:llwww.cdtorg/blogs/harley
geiger/2112drones-are-coming; Harley Geiger, Facial Recognition and Privacy, COT Blog, December 6,2011, 
https:llwww.cdt.org/blogs/harley-geiger/612faclal-recognition-and-privacy/. 

16 Miro Enev, et ai, Televisions, Video Privacy, and Powerline Electromagnetic Interference, Working Paper, 
http://abstract cs. washington.edu/-miro/docs/ccs2011.pdf. 

17 USPS mail currently receives more privacy protections than does electronic mail, See, Federal Statutes and 
Regulations Relation to the Privacy and Security of Mail, http://aboutusps.com/who-we-are/privacy-policylintelligent
mail-privacy.htm#H7. 

18 See Harley Geiger, Facial Recognition and Privacy, COT Blog, December 6, 2011, 
https:llwww.cdtorg/blogs/h arley-geiger/612facial-recog nilion-and-privacy/. 

i21A~dt www.cdt.org 
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But to "opt out" of the data collection, correlation, andlor use that takes place when we go about 
the activities described above would be analogous to "opting out" of electricity a mere thirty 
years ago. To disconnect from the services that collect such personal, sensitive data would be 
to disconnect from society. Cutting off all data collection is not viable, but finding a middle
ground compromise that forestalls persistent monitoring is absolutely necessary to ensure 
consumer trust in the digital ecosystem. 

Crucially, neither the loss of privacy nor the assumption of these harms is an inevitable cost of 
technological innovation. Instead, both have been the natural outgrowth of a policy framework 
that has turned a blind eye to the foundational benefits that privacy offers us as citizens of a 
democracy and as consumers in a strong capitalist society. Smartphones, for example, would 
be no less magical if applications did not have such pervasive access to all of our phone's files 
and functionality. In some instances, consumers could lose functionality if they were unwilling to 
share some personal data with services, but increasingly, many consumers would prefer a more 
privacy-protective, and less personalized, user experience. '9 

Certainly, many companies that access user data in unexpected ways do not intend to publicize 
or even share the data with others. However, that fact alone does not nullify a consumer's 
reasonable privacy concerns. Even when data is collected merely for limited purposes, 
consumers could reasonably worry that their data could later be used for new, unexpected and 
unwanted purposes,20 accessed by a rogue employee,21 breached by hackers,02 unwittingly 
exposed to the world,23 or accessed by the government without robust legal process.2' And the 
knowledge that their behavior is being monitored and retained (and potentially shared, 
accessed, or lost) can have a very real chilling effect on free expression, as well as the adoption 
of new technologies and services. 25 

2. Trust and innovation are inseparable ideals 

Technology and market forces have unleashed a wave of innovation rolling at a pace we have 
never seen. Today, consumers regularly turn to the Internet to build their social networks,26 

19 John C. Dvorak, Pew Finds Searchers Attitudes Toward Privacy Are Changing, March 16, 2012, PCMAG, 
http://www.pcmag.com/articie2/0.2817.2401717.00.asp (finding "73% of search users supported a statement that 
they would not be okay with a search engine keeping track of their searches and using that information to personalize 
future search results because they feel it is an invasion of privacy"). 

20 New York Accuses Gratis Internet of Largest Deliberate Privacy Breach Ever, March 24, 2006, CONSUMERAFFAIRS, 
http://www.consumeraffairs.comlnews0412006103InLgratis.html. 

21 Adrian Chen, GCreep: Google Engineer Stalked Teens. Spied on Chats. September 14, 2010, GAWKER, 
http://gawker.comI56372341. 

22 Liana B. Baker and Jim Finkle, Sony PlayStation suffers massive breach, April 26, 2011, REUTERS, 
http://www.reuters.com/articleI2011 104126/us-sony-stoldendata-idUSTRE73P6WB2011 0426. 

23 Declan McCullagh, AOL's disturbing glimpse into users' lives, August 7, 2006, CNET, http://news.cnet.comI2100-
1 030_3-61 03098.htmL 

24 David Kravets. Yahoo, Feds Battle Over E-Mail Privacy. April 14. 2010, WIRED, 
http://www.wired.comlthreatleveI1201 OI04/em ailp rivacyl. 

25 Emmett Higdon, Privacy Concerns Threaten Emerging Interest in Banking on Social Sites, Emmett Higdon's Blog, 
May 21, 2010, http://blogsJorresteccom/emmett_higdon/10-05-21-
privacLconcerns_threaten_emergingjnteresCbanking_sociaLsites. 

26 For example, Facebook reported 845 million monthly active users as of December, 2011. Facebook Newsroom, 
http://newsroom.fb.com/contenVdefault.aspx?NewsAreald=22 (last visited March 27, 2012). 
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keep in touch with loved ones,27 engage in commerce,2. and join political movements.29 

American companies playa leading role in this innovation, benefitting the economy and creating 
jobs,3D and enriching our lives. This is innovation we should all embrace and encourage. 

And the pace of this innovation is still accelerating. Exponential growth in data, computing 
power, and powerful analytic techniques are opening new markets and creating possibilities 
every day.31 

While few consumers fully grasp the extent of this large and growing data trade, numerous 
independent studies show that practices such as deep packet inspection, online behavioral 
advertising, and the merger of online and offline consumer data into profiles undermine 
consumer trust, the fundamental building block of Internet use. 32 Privacy worries continue to 
inhibit some consumers from engaging in online shopping and banking, 33 and are a top reason 
consumers decline to adopt location-based services.34 A poll conducted by Zogby International 

27 And find new ones: online dating has recently surged in popularity. See, e.g., Abby Ellin, The Recession. Isn't It 
Romantic?, THE NEW YORK TIMES, February 11, 2009, http://www.nytimes.com/200B/02/12/fashion/12dating.html. 

"Online retail sales in the United States total $145 billion annually. U.S. Census Bureau, E-Stats, May 26,2011, 
http://www.census.gov/econ/estats/200B/200Breportfinal.pdf, at 1. 

29 Online political engagement is growing but stratified by income and education. The Demographics of Online and 
Offline Political Participation, Pew Internet, Sept. 1, 200B, www.pewinternet.org/Reports/200BI15--The-lnternet-and
Civic-EngagemenU3--The-Demographics-of-Online-and-Offline-Political-Participation/2--0nline-Politics.aspx. 

30 See, e.g., John Moore, IT jobs thriving despite lackluster economy, ABC NEWS, August 16, 2011, 
http://abcnews.go.comfTechnology/jobs-thriving-lackluster-economy/story?id=14311664; John Furrier, Big Data is 
Creating The Future -It's A $50 Billion Market, FORBES, February 29, 2012, 
www.forbes.comlsites/siliconangle/2 0 12/02/2B/big-data-is-creati ng-the-futu re-its-a-50-bill io n-market!. 

31 For example, Apple reported that over 15 billion apps have been downloaded from its app store as of July 2011. 
Apple Press Release, Apple's App Store Downloads Top 15 Billion, July 7, 2011, 
http://www.apple.com/pr/library/2011/07/07Apples-App-Store-Downloads-Top-15-Biliion.html 

32 See e.g., Scott Cleland, Americans Want Online Privacy - Per New Zogby Poll, PUBLIUS' FORUM, June 9, 2010, 
http://www.publiusforum.com/20 1 0/06/19/ame rica ns-want -online-privacy-per -new-zog by-poll; Joseph Turow, Jen nifer 
King, Chris Jay Hoofnagle, Amy Bleakley & Michael Hennessey, Contrary to What Marketers Say, Americans Reject 
Tailored Advertising and Three Activities that Enable It (Sept. 2009), 
http://graphics8.nytimes.com/packages/pdf/business/200BO92B-Tailored_Advertising.pdf. See also Alan F. Westin, 
Majority Uncomfortable with Websites Customizing Content Based Visitors Personal Profiles: Level of Comfort 
Increases when Privacy Safeguards Introduced, HARRISINTERACTIVE, April 10, 2008, 
http://www.harrisinteractive.com/vauIUHarris-lnteractive-Poll-Research-Majority-Uncomfortable-withWebsites
Customizing-C-2008-04.pdf (in which majority of respondents said they were not comfortable with online companies 
using their browsing behavior to tailor ads and content to their interests even when they were told that such 
advertising supports free services); John B. Horrigan, Use of Cloud Computing Services, PEW INTERNET & 
AMERICAN LIFE PROJECT, September 2, 2008, 
http://www.pewinternet.orgl-imediaIIFlles/Reports/2008/PIP _Cloud.Memo.pdf.pdf (showing that 68% of users of 
cloud computing services say they would be very concerned if companies that provided these services analyzed their 
information and then displayed ads to them based on their actions). 

33 See John B. Horrigan, Online Shopping, PEW INTERNET & AMERICAN LIFE PROJECT, February 13, 2008, 
http://www.pewinternet.org/-/media//Flles/Reports/2008/PIP_Online%20Shopping.pdf.pdf;EmmettHigdon.Privacy 
Concerns Threaten Emerging Interest in Banking on Social Sites, Emmett Higdon's Blog, May 21, 2010, 
http://blogs.forrester.com/emmett_higdon/1 0-05-21-
privacLconcerns_threaten_emerging_interest_banking_sociaLsites .. 

34 See Janice Y Tsai, Patrick Gage Kelley, Lorrie Faith Cranor, & Norman Sedeh, Location-Sharing Technologies: 
Privacy Risks and Controls, CYLAB USABLE PRIVACY & SECURITY LABORATORY 18 (2010), 
http://cups.cs.cmu.edu/LBSprivacy/files/TsaiKelleyCranorSadeh_200B.pdf. 
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in June 2010 found that 88% of Americans are concerned about the security and privacy of their 
personal information on the internet. 

This trust is the difference between innovation that delights us and innovation that deeply 
discomforts us. In short, trust underpins and fuels this innovation. If consumers are unable to 
trust this increasingly complex network of innovative services, innovation suffers. 

Privacy is about securing user rights. But it is also about building trust in the marketplace in 
hopes of protecting and accelerating the innovation we see today. In short, innovation and 
privacy are not incompatible paths, but intertwined paths. 

Increasingly, for many companies, the growth of cloud computing is bringing new urgency to the 
call for comprehensive privacy legislation. 35 As American companies continue to innovate and 
expand their markets overseas, they are finding that America's weak privacy framework is bad 
for business. Without adequate privacy protections in place, individuals, companies, and 
governments in other countries do not feel comfortable - or in many cases are legally restricted 
from - taking advantage of U.S.-based cloud computing services. With our advanced 
technology and infrastructure, U.S. companies and the U.S. economy are poised to lead 
adoption of this hugely important new generation of cloud-based services. 36 However, the lack 
of a comprehensive privacy protection framework puts U.S.-based companies at a disadvantage 
to other providers. 

3. The Administration's framework supports privacy and innovation 

The proposal contained within the Administration's "Consumer Privacy Bill of Rights" is a 
modest step toward protecting consumer's expectation of privacy rights and building trust to 
support innovation. To understand why, it's important to situate the Administration's Proposal in 
a broader context and compare it to other self-regulatory and legislative efforts. 

Modern privacy advocacy has centered squarely around the "Fair Information Practices,'037 or 
FIPPs. These high-level principles are the fundamental building blocks of any modern privacy 

35 Sara Jerome, Intel. Microsoft, eBay support Rush's privacy bill, while noting concems, Hillicon Valley Blog, October 
7, 2010, http://theh ill. com/blogs/h illico n-valley/tech nology/12 31 97 -intel-microsoft -ebay-support-rushs-privacy-bill
while-noting-concerns-. 

36 Article 25 of the EU Data Protection Directive states that the personal information of EU citizens may not be 
transmitted to nations outside of the EU unless those countries are deemed to have "adequate" data protection laws. 
The Article 29 Working Party does not consider U.S. law "adequate" (in part because the U.S. has no comprehensive 
data protection law), and thus in general personal infonmation about EU data subjects may not be transferred to the 
U.S. for storage or other processing. While there are several compliance mechanisms, such as the U.S.-EU "Safe 
Harbor" agreement, that allow U.S. companies to process personal information from the EU, each comes with its own 
compliance challenges. For an in-depth discussion of these compliance challenges, see Comments of the Center for 
Democracy and Technology on Information Privacy and Innovation in the Internet Economy, COT (2010), 
http://www.cdt.orglfiles/pdfs/20100613_docyrivacy_noi.pdf. 

37 FIPPs have been embodied to varying degrees in the Privacy Act, Fair Credit Reporting Act, and other sectoral 
federal privacy laws that govern commercial uses of information online and offline. A recent government formulation 
of the FIPPs offers a robust set of modernized principles that should serve as the foundation for any discussion of 
consumer privacy frameworks. These principles, as described by the Department of Homeland Security in 2008, 
include: 
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framework. They are found in the Administration's Consumer Bill of Rights,'· strongly echoed in 
the FTC's Final Report on consumer privacy,39 and have a long history throughout other federal 
privacy laws. The FIPPs include concepts like "transparency," control," and "purpose 
specification" - together, these concepts provide a roadmap for empowering individuals to both 
understand and impact how their data is collected and used. In simpler terms, FIPPs aim to 
offer consumers a sense of control, insights into the tradeoffs they're making with their data, and 
assurances of security. By nature and design, FIPPs are flexible and open to interpretation. 

Theoretically, there are a number of ways we could translate the high-level principles contained 
in the FIPPs into actionable policy across a range of diverse technologies and industry business 
models: 

• Transparency. Entities should be transparent and provide to the individual regarding their collection, use, 
dissemination, and maintenance of information. 

• Purpose Specification. Entities should specifically articulate the purpose or purposes for which personal 
information is intended to be used. 

• Use Limitation. Personal information should be used solely for the purpose(s) specified in the notice. 
Sharing of personal information should be for a purpose compatible with the purpose for which it was 
collected. 

• Data Minimization. Only data directly relevant and necessary to accomplish a specified purpose should be 
collected, and data should only be retained for as long as is necessary to fulfill a specified purpose. 

• Data Quality and Integrity. Entities should, to the extent practicable, ensure that data is accurate, 
relevant, timely, and complete. 

• Individual Participation. Entities should involve the individual in the process of using personal information 
and, to the extent practicable, seek individual consent for the collection, use, dissemination, and 
maintenance of this information. Entities should also provide mechanisms for appropriate access, correction, 
and redress regarding their use of personal information. 

• Security. Entities should protect personal information through appropriate security saieguards against 
risks such as loss, unauthorized access or use, destruction, modification, or unintended or inappropriate 
disclosure. 

• Accountability and Auditing. Entities should be accountable for complying with these principles, 
providing training to all employees and contractors who use personal information, and auditing the actual 
use of personal information to demonstrate compliance with the principles and all applicable privacy 
protection requirements. 

U.S. Department of Homeland Security, Privacy Policy Guidance Memorandum, The Fair Information Practica 
Principles: Framework for Privacy Policy at the Department of Homeland Security (December 200B), 
http://www.dhs.gov/xlibrary/assets/privacy/privacY.J'olicyguide_200B-01.pdf. The Administration's Consumer Bill of 
Rights is based on a slightly reworded, but fundamentally comparable set of FIPPs. See generally Consumer Data 
Privacy in a Networked World: A Framework for Protecting Privacy and Promoting Innovation in the Global Digital 
Economy, The White House, February, 2012, http://www.whitehouse.gov/sites/defauIUfiles/privacy-final.pdf. 

38 See id. 

39 See generally Protecting Consumer Privacy in an Era of Rapid Change, Federal Trade Commission Report, March 
2012, http://www.ftc.gov/os/2012/03/120326privacyreport.pdf. 
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prescriptive, industry-specific legislation; 

flexible, principles-based legislation with detailed FTC rulemaking; 

flexible legislation with targeted FTC enforcement; 

flexible legislation with safe harbors for FTC-approved voluntary codes of 
conduct; 

self-regulation 

As the FTC made clear in its Final Report on privacy earlier this week, and as documented 
above, we've already witnessed a general failure of self regulation to adequately inform 
consumers or give them control over their personal information.40 On the other hand, a highly 
inflexible, prescriptive piece of legislation could lose relevance as technology develops and 
could deter innovation. COT suggests that both of these solutions come at an unacceptable 
cost to either trust or innovation. The solution falls somewhere in between. 

COT has long supported a carefully-crafted framework that gives industry segments flexibility to 
develop tailored privacy solutions that benefit consumers. We believe that these codes would 
be best developed through mullistakeholder discussions with civil society advocates and 
regulators, but in any event, the voluntary codes must be formally endorsed by the Federal 
Trade Commission to ensure they are sufficiently robust and to garner consumer confidence in 
them. We believe this is the best way to create certainty for companies, encourage privacy 
innovation over time, and reward the adoption of accountable practices. Traditionally, this 
support has come in the context of advocating for flexible baseline consumer privacy legislation 
that also protects innovation.41 We continue to believe this is the best path forward. However, 
the Administration's interim process of voluntary convenings provides a path to make 
substantial progress on privacy through enforceable voluntary codes on emerging privacy 
problems as new technologies develop (on the spectrum above, the Administration's interim 
measure would fall somewhere between the fourth and fifth options). 

The voluntary, multistakeholder approach offers an open, transparent forum for good faith 
negotiations among industry, advocates, and regulators. The codes will not be written in stone 
and will be open to innovation over time. The FTC is prepared to enforce the promises made in 
the negotiated codes, offering important assurance to consumers and certainty for those 
companies that step up to the negotiating table.42 Our greatest concern is that absent a law to 
incentivize companies to negotiate interpreting rules for the treatment of personal data, not all 
companies will be interested in negotiating these codes, and others may eventually walk away 
and fail to adopt the codes, with limited consequences. 43 

COT agrees with both the Administration and the FTC that a baseline privacy law will ultimately 
be needed, and we call on this Subcommittee to move forward toward that goal. But we cannot 

40 1d. 

41 See. e.g., Statement of Leslie Harris Before the House Committee on Energy and Commerce, The Best Practices 
Act of 2010 and Other Federal Privacy Legislation, July 22, 2010, 
http://www.cdt.orgJfiles/pdfsJCDT_privacLbiIUestimony.pdf. 

42 Justin Brookman, Two Step Forward for Privacy, CDT Blog, February 24, 2012, https:/lwww.cdt.orgJblogs/justin
brookman/2402two-steps-forward-privacy. 

43 Id. 

~-,;'~~dt www.cdt.org 
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wait to make progress; and we believe that in certain industries, the incentives may well be 
already aligned to develop strong, industry-wide codes of conduct, offering progress on privacy 
now and a model that should inform the shape of privacy legislation in the future. 

4, Conclusion 

COT would like to thank the Subcommittee again for holding this important hearing. We believe 
that Congress has a critical role to play in ensuring encouraging the development of privacy 
frameworks that foster innovation. COT looks forward to working with the Members of the 
Subcommittee as they pursue these issues further. 

For more information, contact Justin Brookman, justin@cdt.org, (202)637-9800. 

'~-,' " eft www.cdt.org 
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Mrs. BONO MACK. Thank you, Mr. Brookman. I am going to rec-
ognize myself for 5 minutes of questioning, and I would like to 
start with Mr. Szoka. 

You criticize the White House’s decision to use the phrase ‘‘Bill 
of Rights’’ in describing its privacy principles. Why do you think 
that term is problematic? 

Mr. SZOKA. Well, for the very reason you heard today, the term 
is now being used as a shorthand for regulatory framework. We 
have a Bill of Rights in this country. I happen to consider it the 
basis of our Constitution, of our civil liberties. The White House es-
sentially has appropriated that term for its own purposes. Now you 
might think that the White House report is a fairly good document. 
You might think we should do something on privacy, but I don’t 
think it is appropriate to use that term. And I think if you look at 
the historical provenance of the way the term in general Consumer 
Bill of Rights has been used in this country, you go back to Presi-
dent Kennedy’s 1962 Consumer Bill of Rights. I still wouldn’t have 
used the term then, but even there the rights he was focused on 
were primarily rights against deception and harm. And in my opin-
ion those are things already covered today by the FTC’s act. They 
are things that should be the basis for legislation. That is a very 
fine concept for us to talk about. But for us to put the term ‘‘rights’’ 
into this conversation I think is counterproductive. It makes it dif-
ficult for us to recognize the complex tradeoffs that are at issue 
here. 

Mrs. BONO MACK. Does anyone else care to comment on that? 
No. 

OK, let me ask the second question, and I will start with Mr. 
Szoka again but open it to anybody who would like to answer. I 
think whenever we use anecdotal questions, as Mr. Markey did and 
talked about online privacy for children, I think that was very im-
portant. But the question came to me, he used an example of a 16- 
year-old searching weight loss products and suddenly began being 
bombarded with weight loss ads that were negative for a 16-year- 
old. But at the same time as somebody who cares very deeply about 
the problem of drug abuse in this country that 16-year-old was 
searching on the Web for OxyContin. Could not that same child be 
targeted with ads for rehab or recovery or drugfree.org? Couldn’t 
there be the same opportunity for good in that example? Does any-
one want to comment on that? 

Mr. SZOKA. If I may, absolutely. I think it is important to remem-
ber here that when we talk about messaging we are not just talk-
ing about selling products, we are talking about that sort of expres-
sion. It could be for a health message, it could be for any sort of 
social message, health message or religious or political message. I 
also think it is important on that particular example on Mr. Mar-
key’s bill to recognize that any time we start talking about seg-
menting users by age we are very limited in what we can do. 
COPPA strikes a good balance. If you go beyond that you essen-
tially wind up with an age verification mandate system, which the 
Supreme Court has declared unconstitutional. 

Mrs. BONO MACK. Anyone else wish to weigh in on that? 
Mr. ZANEIS. Sure, I would like to. What you are describing is ex-

actly the power of the Internet, which is the ability to provide rel-
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evant content. Sometimes that relevant content is also the adver-
tising. We have to be very careful not to close the line into truly 
sensitive data categories. And the industry has really since 1999 
had a self-regulatory program through the network advertising ini-
tiative, which cordons off certain practices in data categories we 
think should be off limits. 

But I think the key thing is it is not just about what you specifi-
cally are looking for. One of the powers of the Internet is this 
discoverability and learning things new and being exposed to new 
ideas and new products. And I think because of the data then flows 
online, that is enriching in the consumer experience in exactly the 
way that you describe. 

Mrs. BONO MACK. Thank you. Mr. Zuck. 
Mr. ZUCK. Just briefly to follow on what Mr. Szoka said, I think 

it is not only a constitutional problem, but as a programmer I have 
to call it a technical problem to do age verification. In the absence 
of some kind of universal biometric verification across the country, 
which a lot of people would take issue with, I think the actual fea-
sibility from a technical perspective of identifying people’s age is 
something that really has to be taken into consideration as well. 

Mrs. BONO MACK. I want to actually move to the next question 
to you quickly with 1 minute left. You are an international organi-
zation with firms throughout the world. How many U.S. firms 
versus non-U.S. firms do you have? And is there a reason the U.S. 
is leading innovation in the Internet space? And has the EU pri-
vacy directive hurt innovation? 

Mr. ZUCK. Thank you, Chairman, it is an excellent question. As 
an organization we have about 4,000 members totally and 3,000 of 
them in the U.S. and perhaps about 1,000 outside the U.S., and 
many of those in Europe, and so have had a chance to hear the sto-
ries from both sides. 

I think the reason the United States leads the world innovation 
is because of the level experimentation that is permitted in our eco-
nomic system. So small businesses being able to try things, bring 
out new products that people wouldn’t expect to succeed, and then 
quickly pull them off the market if they fail, et cetera. Experimen-
tation both in terms of business model, experimentation in terms 
of the labor you are consuming as a business are all things that 
make it possible for entrepreneurship to thrive much better here 
than it does in Europe. And there have been plenty of studies that 
have affirmed the fact that undue regulation in Europe has stunted 
the growth of Internet based startups in the continent. 

Mrs. BONO MACK. Thank you, Mr. Zuck. My time has expired. I 
am going to recognize Mr. Butterfield for 5 minutes, and we have 
2 votes on the floor. We will take a brief recess for the votes. 

Mr. BUTTERFIELD. Thank you. I will accelerate this. Consumer 
choice about when and whether to disclose information can often 
make an illusion. For example, it appears that consumers have a 
choice about whether to give up personal data in exchange for par-
ticipation in a supermarket’s frequent shopper card program, for 
example. But we all know in the current economy families are 
struggling to make ends meet. So when a constituent or citizen try-
ing to keep food on the table and—let me try that again. So when 
constituents are trying to keep food on the table and the difference 
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between signing up and not signing up is somewhere between $3 
and $5 for cereal, they don’t have a choice. And for a family those 
differences can add up to many dollars. Imbalances in economic 
power and imbalances in the control of information needed for 
basic life functions such as doing most jobs in an information econ-
omy have made the choice over whether to give out personnel data 
and illusion. 

Please help me, Mr. Brookman, I just want, given the point you 
raise in your testimony, do you have additional thoughts on these 
observations? 

Mr. BROOKMAN. Yes. By and large I am actually generally OK 
with people paying with their privacy as opposed to paying higher 
dollars for goods and services as long as there is a robust market 
for the products. So if one wants to get and use their Safeway card 
and Safeway is going to give them cheaper prices in exchange for 
some privacy, I mean if they don’t like that they can either not do 
it or go down the street to the Harris Teeter. I think as long as 
it is transparent, I think that is fine. 

I think part of the problem with the online information sharing 
is that it is not really transparent. Right now if I want to evaluate 
New York Times versus Fox News for which one treats my privacy 
better, which one is sharing more information on me, I actually 
cannot make that determination. I can try to install add-ons, I can 
try to figure out what is going on but I need to be pretty technically 
sophisticated in order to do that. 

I think there have been improvements with the Icon program, 
has made some progress in that direction. I think by and large 
there is not a lot of education to teach people what that means. I 
think whenever I talk outside of D.C. About the Icon program, I 
ask people do you guys know what it does, generally no one raises 
their hands. So I think more needs to be done for publishers and 
advertisers to make that value proposition clear to consumers, but 
as long as there is a value proposition I think that does offer people 
better alternatives to make decisions for themselves about what 
they want to do. 

Mr. BUTTERFIELD. Thank you. I yield back. 
Mrs. BONO MACK. I thank the gentleman. The chair recognizes 

Dr. Cassidy before we break for the floor vote. 
Mr. CASSIDY. Mr. Szoka, I found all of your testimony provocative 

but let me start with you. You dispute, somehow disagree with the 
concept that my privacy would be considered as a property right. 
I think, I don’t want to mischaracterize, you know so much more 
than me. I am trying to understand, I am the pupil here. But I get 
a sense the logical extension of your testimony is that minority re-
port is quite OK, that I can walk into a store and there will be 
some facial recognition software that would say Bill Cassidy, 54- 
year-old fellow, who is a little overweight, he needs a tailor. Will 
you please go down the hall and you will meet the tailor? 

One, that would be a troubling thing to be recognized as, but sec-
ondly, again is the logical extension of your testimony the minority 
report is OK? 

Mr. SZOKA. So I do agree that the property metaphor is not a 
useful one for privacy. And the reason is that, for instance, we are 
all here in this room. We all might in some sense own our shared 
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experience, but it is a shared experience. If you go down the road 
of propertytising personal information and our interactions with 
each other you create what I think becomes an unworkable system 
of information control precisely because those interactions are 
shared. If you take an off-line example—— 

Mr. CASSIDY. But What is the limit? What would be your limit 
that you would establish what someone could do with my personal 
information? 

Mr. SZOKA. As I said today and in my testimony, the clear limits 
are harm and deception. 

Mr. CASSIDY. On the other hand, me walking into the mall and 
having facial recognition software directing me, that is Bill 
Cassidy, let’s send them down here, would that be a limit that you 
think—would that be over the limit or on the good side of the 
limit? 

Mr. SZOKA. Well, in principle I think that those systems can be 
done consistent with my conception of privacy. I think what we 
need to do is look at how they are actually likely to be done. And 
in this respect I would point you to the good work that my col-
leagues at CDT, Harley Geiger in particular, have done, describing 
the ways in which they think that self—that industry is likely to 
actually implement those systems in the privacy protection phase. 

Mr. CASSIDY. But now I am actually asking for the specific ques-
tion. Facial recognition software when I walk into Tysons Corner 
directing me to a store that they kind of figure out I need, is that 
an appropriate use, is that over the bounds or within the bounds 
of what we should be doing regarding privacy? 

Mr. SZOKA. I think it certainly can be an appropriate use. And 
just the same way I think that we are seeing concern today about 
that it much resembles the concern about cameras and photog-
raphy. 

Mr. CASSIDY. I disagree with that and I saw your analogy, but 
I will also say that if there is a picture taken of me in a public 
event with folks who are not public figures, there is a request that 
they sign over or the paper says maybe it is with children I have 
noticed this, they get specific approval to use that. 

Now, Mr. Brookman, would you agree that facial recognition soft-
ware is an appropriate use, et cetera, et cetera? 

Mr. BROOKMAN. I think you draw attention to a really important 
point and this kind of goes to the harm question we keep talking 
about. I think there is some sort of harm, the surreptitious perva-
sive collection of personal information about ourselves that we have 
no control over whatsoever. And I think you are absolutely right 
that it becomes scarier as technology becomes more and more so-
phisticated. It is not just online anymore, it is not just the fact that 
I can’t be private online. It is increasingly going to be the fact that 
I can’t walk down the street in public anymore without having 
cameras collect who I am and watch where I go and create bread 
crumb trails about my self over time. 

And yes, to some extent increasingly everything we do about our-
selves is observable. And I think there needs to be some sort of lim-
itations on what companies can do about that. 

Mr. CASSIDY. Where is the limitations? 
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Mr. BROOKMAN. I would say for private companies tracking what 
you do in public, I would say that this is the guidelines we have 
worked with some facial recognition companies on, is they should 
not remember who you are over time and correlate over time or 
identify you without your permission. 

Mr. CASSIDY. So I am a doctor, I can look at someone and I can 
say at times they have liver disease because their eyes are yellow 
or they have psoriasis because they have a patch of a rash on their 
elbow or they have HIV because they have a characteristic physical 
thing that is a side effect of some of the medication. 

Now is that appropriate for that computer software to figure out 
what I as a doctor can figure out? 

Mr. BROOKMAN. I am happy to consider that particular techno-
logical development. 

Mr. CASSIDY. It is very simple, I can promise you. That would be 
so easily programmed to know if someone is on steroids. 

Mr. BROOKMAN. The camera would detect this person is on 
steroids? 

Mr. CASSIDY. Yes. 
Mr. BROOKMAN. Should cameras be doing that? I think that is 

not a good practice. The question becomes should there be a law 
against it? And that becomes harder because there are First 
Amendment implications of that. But I think as we saw in the re-
cent Supreme Court Jones case the question whether a car going 
around in public, can the police use technology to monitor that 24/ 
7? And the majority of justices said, no, even though you are in 
public and things are observable, you have some sort of privacy in-
terest and the fact that even though you are in public you don’t ex-
pect you will be watched and monitored and surveilled and your in-
formation collected over time. That was a government case. 

Mr. CASSIDY. So if I am at Tysons Corner they should not use 
a facial recognition to figure out—— 

Mr. BROOKMAN. Right. They should not recognize you or recog-
nize the fact that you were last week shopping at Victoria’s Secret. 

Mr. CASSIDY. By the way, I wasn’t. Thank you, I yield back. 
Mrs. BONO MACK. The subcommittee will stand in recess for 

these two votes. Hopefully we will be able to return within 20, 25 
minutes, something like that. Lord only knows. If you will stand 
by, we will return as quickly as we can. The subcommittee is in 
brief recess. 

[Recess.] 
Mrs. BONO MACK. The vice chair of the subcommittee for 5 min-

utes, Mrs. Blackburn. You are recognized for 5 minutes. 
Mrs. BLACKBURN. I am so thrilled that you all are hanging with 

us today. Little did we know when we planned this hearing that 
we were going to have five vote series today, but that is where we 
are. 

Berin, I want to come to you. Last panel I talked a little bit 
about the FTC having sufficient authority to move forward to en-
force privacy violations and then if they enforced section 5 and do 
it right would that be enough. And we talked a little bit about 
where the gap is, FTC and Commerce. I would love for you to com-
ment on where you think the gap is. 
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Mr. SZOKA. Thank you, Congresswoman. Remember the FTC has 
two authorities. The deception authority allows it to enforce state-
ments that a company makes, including participation in self-regu-
lation. I think that becomes the powerful tool by which self-regula-
tion, if a company accedes to it, is legally binding as it should be. 
The unfairness authority I think is where the FTC can do both the 
most good and the most damage, depending on how it uses that au-
thority. And I would point the committee in particular to the Frost 
wire case I mentioned in my testimony where to make a long story 
short the FTC I think made a solid argument that industry prac-
tice against having apps that would share every single file on your 
phone and not tell you about it and make it difficult for you to stop 
that, that that was an unfair practice in part because it didn’t meet 
industry practice. In other words, I think that the FTC can use un-
fairness to punish laggards that do not keep up with industry prac-
tice, but I think they need to be very rigorous in their analysis of 
benefits, harms and the degree to which a consumer can avoid a 
harmful practice. 

Mrs. BLACKBURN. So you see a need for some flexibility? 
Mr. SZOKA. Flexibility, but I also think what is important is the 

FTC explains ahead of time how it is going to apply that authority, 
and in that respect I would love nothing more than to see from 
your committee the sort of letter that prompted the FTC in 1980 
and 1983 to issue its policy statements on unfairness and decep-
tion. And that would be a letter that simply asks the FTC to ex-
plain in its recent cases how it has applied those doctrines, how it 
actually evaluates whether harms outweigh benefits and it pro-
vides rigor so that companies, especially startups, can understand 
and predict what could be considered unfair. 

Mrs. BLACKBURN. OK. Let me just tag onto this because I know 
you have criticized the White House for using the term ‘‘Bill of 
Rights’’ when they look at their privacy principles. So if you are 
wanting to see those guidelines and see something that gives you 
that rigor, if you will, then why criticize that term? 

Mr. SZOKA. The White House proposal provides high level prin-
ciples. I think they are fairly good principles, but they are abstract. 
And we cannot apply them strictly speaking. For example, to say 
that consumers have a right to control information about them I 
think is problematic because in fact the way that our privacy law 
rightly has developed that sort of concept is to say that in certain 
circumstances you don’t have a right to control, for example, what 
a credit bureau says about you if it is truthful. What you have a 
legal right to do is make sure that it is accurate. So the trick again 
is translating those principles into workable guidelines. I think to 
call them rights from the outset and put them in strict terms is 
unhelpful because it is not how we actually apply them. 

Mrs. BLACKBURN. So we should keep the terminology stating 
principles and guidelines and not move into that. 

Mr. Zuck, I like all the talk about innovation and jobs growth 
and potential and I share a lot of that optimism. I enjoy sharing 
that optimism with you all. What bothers me in spite of all the 
positive job numbers, opportunities for growth, innovative new 
products that are there. We are having a hearing essentially about 
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what big government to do in order to solve these problems and 
make people safer online. 

I would like to hear your thoughts on how we found ourselves in 
this awkward place where people love the technologies and the ap-
plications but they do not trust all the players that are in this on-
line ecosystem. And what do you think is the main driver of that 
uncertainty? And I am now down to 43 seconds, so have at it. 

Mr. ZUCK. Well, I think there are a couple of issues that play 
there. One of them is the conflation of data breach and privacy. A 
lot of news, a lot of what caused the panic, if you will, among the 
everyday consumer are large headlines about the fact that Sony 
lost 70 million names and credit card numbers. That is the kind 
of thing no matter what notice they were provided, what other pol-
icy was in place, that is something that should have happened. I 
think data breach is something that has to be dealt with separately 
and we support that. 

The other thing are simply privacy issues that happen on such 
a large scale and drive headlines, whether it is Facebook with the 
Beacon incident that happened or Google’s almost pathological dis-
regard for privacy or public safety. And I think as that continues 
to come up in the press it gives people a certain fear, it leads to 
poll results that say I am worried about my privacy. But then 
when it comes to metal hits the road and we are talking about let’s 
regulate mobile apps, I think we are really missing the point. I 
think the real answer lies in reinforcement from organizations like 
the FTC, but to the extent possible without putative measures so 
people feel the heat of that enforcement, instead of jumping imme-
diately to regulation. 

Mrs. BLACKBURN. Thank you for that. I have a follow-up ques-
tion, but I will submit that as a question for the record in the inter-
est of time, but I would like to take that discussion a little bit fur-
ther with you. Thank you, I yield back. 

Mrs. BONO MACK. Thank you, Mrs. Blackburn. I am going to 
start with our second round of questioning and recognize myself for 
5 minutes. And Mr. Brookman, just a follow on to your conversa-
tion or dialogue earlier with Dr. Cassidy. He drew an analogy be-
tween the use of facial recognition technology in the mall to a Su-
preme Court decision in the U.S. v. Jones which involved the police 
putting a trace tracking device on a car. The court rightly in my 
opinion did find the Fourth Amendment did apply in that case. But 
isn’t the government’s involvement an important distinction, should 
we automatically be applying the same protections against non-
government actors? 

Mr. BROOKMAN. No, I absolutely agree to the fact that the gov-
ernment in that case was the key distinction. I was focusing more 
on the theory that the plurality of justice, Justice Sotomayor, Jus-
tice Alito’s opinion focused on the fact that even though we are in 
public there are some inherent privacy rights. We don’t expect to 
be watched and monitored and surveilled all the time. Yes, it is 
worse when it is the government who have the guns and can put 
us in prison. I think the principle also applies if it is the case and 
I am walking down the street I don’t have the ability to stop these 
nameless and faceless companies from developing really detailed 
profiles about me or even my own home. Some of the technology 
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in the government surveillance cases in the nineties were about 
like these thermal imaging things. You can get them for $5 now, 
they are available to any person or company. 

There is a study recently by some researchers at the University 
of Washington that pointed out that just by looking at public—the 
way your phone line or power line vibrates from the outside you 
can tell what television shows people are watching inside. So it is 
increasingly the fact that technology is making it really easy not 
just for the government but also for individuals and companies to 
surveil us no matter where we are. As people we want to have 
some zone of privacy where we are not being watched and mon-
itored or assessed. 

Even when it is just for beneficial purposes or benign purposes 
like advertising, I don’t think advertising is bad at all. I like adver-
tising. It absolutely does fuel the Internet. That information can 
still be lost or accessed by the government, or breached, or 
repurposed in some way I don’t necessarily expect. There has to be 
some sort of basic limitations on collection as technology makes the 
case that everything becomes inherently observable. 

Mrs. BONO MACK. Thank you. I am going to move on to Ms. 
Horan. You know that Mrs. Blackburn and I for all of our careers 
here have been focused on intellectual property. We want to make 
sure that people who create valuable content not only are re-
warded, but we encourage people to create whether they are a re-
porter needing to write an article, like an earlier example of the 
New York Times. That is what this has been all about for a long 
time. I think in your world the newspapers and online publishers 
have scrambled to adapt to the disruptive technologies. And some 
have succeeded and some failed. There is no doubt about it. But I 
agree with you or agree with the people that believe consumers re-
alize free content is supported by advertising. 

However, do you think that most consumers know that adver-
tising is conducted by third parties rather than your members Web 
sites? The administration’s proposal recognizes that data may be 
used by first parties for marketing, but do any or even a majority 
of your members conduct their own marketing or do they use third 
party networks? 

Ms. HORAN. So I think consumers are getting smarter. I think 
that is part of the responsibility of industry to continue to educate. 
And our members have been active in the program that the DAA 
has done to do an educational program. Our members, some of our 
members do work with ad networks, it is a subset of the member-
ship. And the majority of the advertising that our members serve 
is actually contextual. Those that are working with ad networks it 
only represents a very small portion, it is only about 2 percent. 

So in terms of the experience that we are delivering, it tends to 
be tied to the context of the content versus interest based experi-
ences. 

Mrs. BONO MACK. Do you think in many of your membership 
that there are examples of people of newspapers, publishers who 
learned to survive simply because of this that otherwise would 
have done by the wayside? 

Ms. HORAN. Advertising in general, that is the major element 
that fuels the business. So being able to deliver an experience to 
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consumers where they do feel like they are in a trusted environ-
ment is something that is absolutely paramount, as I mention in 
my testimony. Obviously I am speaking for the members that we 
represent and these are obviously brands that have had long-term 
relationships across different media, as you mention, newspapers 
and TV broadcasters for some time. But it certainly is and will al-
ways be a priority that we deliver an experience that consumers 
feel they are in a trusted environment. 

Mrs. BONO MACK. Have you noticed compared to the good old 
fashioned, whether we called classified ads in the history books al-
most anymore, have you noticed though consumers are really pre-
ferring the new method over the old classified ads? 

Ms. HORAN. In terms of looking at the sheer amount of time con-
sumers are spending online, it has become more and more where 
they are getting their news, information and entertainment. The 
business model itself is something we are absolutely committed to 
looking at how we evolve because you are absolutely right, a sig-
nificant portion of the advertising revenue that has been part of 
the print world has diminished. And so online we are looking at 
ways to try to augment that. Certainly advertising will always be 
the most substantial revenue that our members garner, but we are 
certainly looking for other ways to complement that revenue in 
order to sustain the business. 

Mrs. BONO MACK. Thank you. Mr. Zaneis, do you want to re-
spond? 

Mr. ZANEIS. I know we are short on time. I just want to make 
a couple quick points. It is not just about behavioral advertising, 
it is really about data collection. So we represent many of the origi-
nal content producers as OPA does as well. And for them it is key 
that they have to be able to do things like frequency cap, mar-
keting message, so they don’t deliver the same ad 15 times. If the 
consumer didn’t click on that ad the first 14 times, they are not 
going do it the 15th. It is also about content customization which 
requires information exchange. And I think one problem with the 
FTC’s report is that they don’t recognize affiliates as first party. 
And so you can’t have this synergy and we know that companies 
build brands, and that the ability online to kind of bring those Web 
sites together to create a richer, more vibrant experience to the 
consumer is key. We ought to respect all of those as first parties. 

Mrs. BONO MACK. Thank you. My time has expired. Mr. 
Butterfield, you are recognized for 5 minutes. 

Mr. BUTTERFIELD. Thank you. Mr. Brookman, I am going to try 
a question on you that I posed to the first panel. The administra-
tion’s privacy report advances a framework that includes the devel-
opment and implementation of industry codes of conduct in parallel 
with Congress working on and passing baseline privacy legislation. 
To the extent that the FTC intends to participate in the develop-
ment of these codes and has also endorsed the idea of Congress 
passing baseline privacy legislation, it also seems to endorse the 
idea that these things should happen in tandem or in concert with 
each other. Some are already arguing that these two pieces should 
be delinked from one another; that is, the development and imple-
mentation of codes of conduct should completely play out before 
Congress takes any action on baseline legislation. 
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I get the sense that you would be among those who would dis-
agree with this view. Can you elaborate on that for me. 

Mr. BROOKMAN. Yes, I definitely would. I think the administra-
tion kind of come out and said it would be better it if we had a 
law right now that gives everyone an incentive to come to the table 
to develop reasonable codes. With that said, we don’t have a law 
right now, so we are going do what we can with the limited tools 
we have. I mean I think they have the ability maybe in some ads 
cases with a lot of attention to use the bully pulpit to get some 
folks to come to the table to agree to some strong rule. But by and 
large they are not. They can probably get Google and Facebook and 
Yahoo and Microsoft into the room. But the smaller players really 
don’t have any incentive, there is no requirement, there is no sub-
stantive law out there saying you have to tell people what you are 
doing with the information, let’s create a safe harbor program to 
say what that means. 

So I think the convenings in the meantime I think were hopeful, 
I think there is a role they can serve, but they are not going to be 
a comprehensive solution by any stretch of the imagination. I think 
there should be a law passed to give everyone reason to kind of 
come forward and say you know what, this is a reasonable code of 
conduct for my industry, I will agree to that and so consumers can 
have some certainty about what happens to their information on-
line. 

Mr. BUTTERFIELD. Would you support requiring all Web sites or 
mobile apps to have a privacy policy? 

Mr. BROOKMAN. Yes. I think—I mean I think all Web sites are 
kind of required to today by California law. And I think industry 
self-regulation requires that. That said, we said that mobile appli-
cations should probably do the same. Private policies in and of 
themselves are not that great. We have had privacy policies 15 
years. I don’t think anyone on this panel or elsewhere thinks that 
solved privacy problems. They are dense, they are inscrutable, and 
they are not really recitations of what the companies are actually 
doing. They are just often reservations of rights. They are written 
defensively because the limited law the FTC has is just don’t de-
ceive. So the easiest way to get in trouble under FTC law is to go 
out of your way to make a misrepresentation. 

Mr. BUTTERFIELD. Are these policies recommended by the FTC 
report? 

Mr. BROOKMAN. I believe the FTC report thinks yes, they should 
require—— 

Mr. BUTTERFIELD. OK, let me go down the line and ask if you 
agree or disagree and then we will be done. 

Mr. SZOKA. I think it is premature for Congress to legislate a 
prescriptive solution precisely because, as said, the devil here is in 
the details. It is a question of trans—— 

Mr. BUTTERFIELD. You are talking about apps and Web sites? 
Mr. SZOKA. Well, in general. I think translating principles that 

are in the White House report and the legislation is premature. I 
am actually sympathetic to the idea of requiring Web sites and 
apps to disclose their privacy practices. I think there again though 
the question is about the implementation of that requirement and 
how to do it in a way that allows sites to accurately describe what 
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they are doing and give themselves up for enforcement if they fail 
do that, but not if they fail to put a round peg in a square hole. 

Mr. BUTTERFIELD. I guess my question is would you support or 
not support requiring all Web sites and mobile apps to have a pri-
vacy policy? 

Mr. SZOKA. I think in principle that is a much better place for 
legislation to start than actually prescribing practices. 

Mr. BUTTERFIELD. So you don’t have a fixed opinion on that? 
Mr. SZOKA. I think it is a promising idea in principle but in prac-

tice—— 
Mr. BUTTERFIELD. Mr. Zuck, let’s try you and then Ms. Horan. 
Mr. ZUCK. I think the discussion here is an opportunity for me 

to reiterate some of the problems with big companies versus small 
companies. Mr. Brookman suggested that somehow the bully pulpit 
was more effective for big companies than small ones. But I would 
suggest the small companies because of their proximity to their 
customers are actually engaged in an ongoing dialogue and amend-
ing their policies on a day-to-day basis. Moms with apps, for exam-
ple, have come up with a series of privacy icons in order to better 
communicate—— 

Mr. BUTTERFIELD. So do I take that as a yes or no? 
Mr. ZUCK. Well, I think it is complicated question. I think the 

FTC’s focus on sharing data with third parties unduly benefits 
large companies that own their own ad networks to the disadvan-
tage of small businesses that wouldn’t survive. 

Mr. BUTTERFIELD. Let me try the next witness. We are running 
out of time. Ms. Horan. 

Ms. HORAN. Based on California law today all of ours do have 
privacy policies. 

Mr. BUTTERFIELD. And so you agree with extending that nation-
wide? 

Ms. HORAN. [Nods.] 
Mr. ZANEIS. I think the FTC report, the chairman was very clear 

it was not a regulation, it was not a law, it was best practice. So 
as a best practice companies should have privacy policies. What we 
shouldn’t do is not make those a stagnant practice, we should inno-
vate the ad choices icon as an example of notice innovation. Just 
as you pointed out, Mr. Butterfield, Google’s new comprehensive 
privacy policy is a wonderful innovation for consumers to bring all 
of those disparate policies together in a simple, very clear way. 
That is what the industry should be doing instead of having codi-
fied very detailed privacy policies, and Justin and everybody else 
agrees it doesn’t really works for consumers. 

Mr. BUTTERFIELD. All right. Thank you. 
Mrs. BONO MACK. Thank you, Mr. Butterfield. Mrs. Blackburn, 

you are recognized for 5 minutes. 
Mrs. BLACKBURN. We are going to try to get you all out of here 

before the next vote series. Mr. Zaneis, let me ask you this one. I 
talked with the FTC about their report, their privacy report, and 
I think the thing is absolutely fascinating. But let me talk to you 
about this definition on the information brokers. And I am quoting 
from the report. The Commission recommends that Congress con-
sider enacting targeted legislation to provide greater transparency 
for and control over the practices of information brokers. Further, 
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the report says that data brokers are companies that collect infor-
mation from a wide variety of sources for the purpose of reselling 
such information to their customers for various purposes. 

Now with my constituents in Tennessee, as we have discussed 
privacy, one of the things they have brought up to me most often 
is, hey, you know we don’t want be classified as a data broker. This 
is not what we do. And they are very concerned about having a 
web, throwing a real big web out there. So given the broad and ill- 
defined language that is in this report, looking at it in that man-
ner, how many data brokers would you say that the universe of 
data brokers is that the FTC is going to find in the U.S. market-
place? 

Mr. ZANEIS. I think there is the real threat that they could cover 
basically the entire Internet, virtually every Web site, especially if 
you remember the fact that the FTC does not treat affiliates as 
first parties. They are now a data broker. Virtually every Web site 
has multiple sites. 

Congressman, in your State you have more than 25,000 people 
that depend upon, their jobs upon Internet advertising directly, 
and I think all of them would fall under this bill. 

Mrs. BLACKBURN. OK. So all of these innovators in the auto in-
dustry, and the financial service industry, and the banking indus-
try, and the insurance industry, the entertainment industry, the 
health care industry, all of those guys that have been saying don’t 
cast this net so widely, they would be trapped in that, or then it 
would be an enormous bureaucracy, I would think, that the FTC 
would have to build to start to regulate this. 

Mr. ZANEIS. I think if they used their definition that you read 
aloud in the report, and they put the restrictions on that we have 
seen in other very narrowly-tailored data broker bills and have 
passed this committee in the past because they were so narrow, 
you absolutely would have an all-encompassing regulatory net. 

Mrs. BLACKBURN. OK. Let me move on. I have got a poster that 
I want to put up and talk with you about. With Mr. Strickling and 
Mr. Leibowitz I talked a little bit about my concern over the EU- 
style Do Not Track. And I wanted to look at these ad revenues. 
And I have these out of an article, it is 11 Trends for 2011, 
eMarketer. Now, this shows that American Web sites would lose 
$33 billion over 5 years if Congress mandated the EU-style opt-in 
consent for interest-based advertising. So what I would like to hear 
from you all, looking at the potential of over a 5-year period losing 
that amount of money, do you agree with these numbers? Would 
it have that enormous an effect? How would you rank that? What 
are your thoughts? 

Mr. Brookman, let me start with you and just work down. We 
have got 1 minute left. 

Mr. BROOKMAN. I think this is an extrapolation of the Catherine 
Tucker MIT study which, again, did not actually say that they 
would lose this sort of massive amounts of money. That study basi-
cally just showed people ads in both Europe and the United States. 
They didn’t know whether the ads were targeted or not, didn’t 
know whether targeting was happening at all. So the people in the 
United States reacted—just said, they didn’t buy, said they more 
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likely to buy a product as a result of an ad. As a result of that 
mere study—so the study did not show this at all. 

Mrs. BLACKBURN. Let me move on. We are running out of time. 
Mr. Zaneis. 

Mr. ZANEIS. The study measured the effectiveness of advertising. 
One thing we know is that based on the NAI study, targeted ads 
are 2.5 times more effective than nontargeted ads. I think actually 
the effect might be even higher, because some of these economic 
numbers are a little bit old, they are based on an IAB study of the 
Internet economy. 

Mrs. BLACKBURN. OK. 
Ms. HORAN. It would have huge implications. As I mentioned, 

just the CNET example, the ability to customize content and be 
able to provide an enhanced experience online. 

Mrs. BLACKBURN. So you would say we are looking at at least 
that much. Mr. Zuck? 

Mr. ZUCK. I definitely would agree that we are looking at at least 
this much. And you only need to take a step back from the num-
bers and realize that the EU data privacy practices have elimi-
nated the ability really to introduce products for free. And that is 
why there is this distinction in the innovation between the two 
places. 

Mrs. BLACKBURN. Mr. Szoka. 
Mr. SZOKA. I think the chart is helpful because it is directional. 

It helps people understand the implications of what is otherwise a 
difficult thing to understand, which is the difference between two 
techniques and how they are used. And to say that of course this 
is an extrapolation, as Justin says, and the important thing is not 
the total number, but to say that that difference in, you know, 
technique A versus technique B because of a regulatory mandate 
does have a large effect. 

Mrs. BLACKBURN. Excellent. I yield back. 
Mrs. BONO MACK. I thank the gentlelady, and want to thank our 

panel very much for your hard work and your expertise in these 
areas. We thank you for being here today before us. 

At this point, I am going to ask unanimous consent to submit for 
the record Commissioner Rosch’s dissenting statement regarding 
the FTC’s privacy report dated last Friday, March 26. 

Mr. BUTTERFIELD. Without objection. And I would like to be rec-
ognized for a similar request. 

[The information follows:] 
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Dissenting Statement of Commissioner J. Thomas Roseh 
Issuanee of Federal Trade Commission Report 

Protecting Consumer Privacy in an Era of Rapid Change: 
Recommendations for Busine.~ses and Policy makers 

March 26, 2012 

Introduction 

I agree in several respects with what the "final" Privacy Report says. Specifically, 

although I disagree that the consumer has traditionally ever been given any "choice" about 

information collection practices (other than to "take-it-or-leave-it" after reviewing a firm's 

privacy notice), I agree that consumers ought to be given a broader range of choices if for no 

other reason than to customize their privacy protection. However, I still worry about the 

constitutionality of banning take-it-or-leave-it choice (in circumstances where the consumer has 

few alternatives); as a practical matter, that prohibition may chill information collection, and 

thus impact innovation, regardless whether one's privacy policy is deceptive or not.' 

I also applaud the Report's recommendation that Congress enact "targeted" legislation 

giving consumers "access" to correct misinformation about them held by a data broker.2 I also 

support the Report's recommendation that Congress implement federal legislation that would 

require entities to maintain reasonable security and to notify consumers in the event of certain 

security breaches.) 

I Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses 
and Policymakers ("Report") at 50-52. 

!d. at 14, 73. 

) ld. at 26. I also support the recommendation that such legislation authorize the Commission to 
seek civil penalties for violations. However, despite its bow to "targeted" legislation, the Report 
elsewhere counsels that the Commission support privacy legislation generally. See, e.g., id. at 
16. To the extent that those recommendations are not defined, or narrowly targeted, I disagree 
with them. 
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Finally, I concur with the Report insofar as it recommends that information brokers who 

compile data for marketing purposes must disclose to consumers how they collect and use 

consumer data: I have long felt that we had no business counseling Congress or other agencies 

about privacy concerns without that information. Although I have suggested that compulsory 

process be lIsed to obtain such information (because I am convinced that is the only way to 

ensure that our information is complete and accurate),' a voluntary centralized website is 

arguably a step in the right direction. 

Privacy Framework 

My disagreement with the "final" Privacy Report is fourfold. First, the Report is rooted 

in its insistence that the "unfair" prong, rather than the "deceptive" prong, ofthe Commission's 

Section 5 consumer protection statute, should govern information gathering practices (including 

"tracking"). "Unfairness" is an elastic and elusive concept. What is "unfair" is in the eye ofthe 

beholder. For example, most consumer advocacy groups consider behavioral tracking to be 

unfair, whether or not the information being tracked is personally identifiable ("PH") and 

regardless of the circumstances under which an entity does the tracking. But, as I have said, 

consumer surveys are inconclusive, and individual consumers by and large do not "opt out" from 

tracking when given the chance to do SO.6 Not surprisingly, large enterprises in highly 

4 Id. at 14,68-70. 

5 See J. Thomas Rosch, Comm'r, Fed. Trade Comm'n, Infonnation and Privacy: In Search ofa 
Data-Driven Policy, Remarks at the Technology Policy Institute Aspen Forum (Aug. 22, 2011), 
available at http://www.ftc.gov/speeches/roschl1l 0822aspeninfospeech.pdf. 

6 See Katy Bachman, Study: Internet User Adoption (!f DNT Hard to Predict, adweek.com, 
March 20, 2012, available at 
h tlP:/ / www.adweek.com/news/tech n 0 I 0 gy/ study -internet -user -adopti on -dnt -hard-pred ict -139091 
(reporting on a survey that found that what Internet users say they are going to do about using a 

2 
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concentrated industries, which may be tempted to raise the privacy bar so high that it will 

disadvantage rivals, also support adopting more stringent privacy principles.' 

The "final" Privacy Report (incorporating the preliminary staff report) repeatedly sides 

with consumer organizations and large enterprises. It proceeds on the premise that behavioral 

tracking is "unfair."g Thus, the Report expressly recommends that "reputational harm" be 

considcred a type of harm that the Commission should redress: The Report also expressly says 

that privacy be the default setting for commercial data practices. lo Indeed, the Report says that 

the "traditional distinction between PH and non-PII has blurred,,,11 and it recommends "shifting 

the burdens away from consumers and placing obligations on businesses."I' To the extent the 

Do Not Track button and what they are currently doing about blocking tracking on the Internet, 
are two different things); see also Concurring Statement of Commissioner J. Thomas Rosch, 
Issuance of Preliminary FTC Staff Report "Protecting Consumer Privacy in an Era of Rapid 
Change: A Proposed Framework for Businesses and Policymakers" (Dec. 1,2010), available at 
http://www.ftc.gov/speeches/rosch/l 0 120 I privacyreport.pdf. 

7 See J. Thomas Rosch, Comm'r, Fed. Trade Comm'n, Do Not Track: Privacy in an Internet 
Age, Remarks at Loyola Chicago Antitrust Institute Forum (Oct. 14,2011), available at 
http://www.ftc.gov/speeches/rosch/111014-dnt-loyola.pdf; see also Report at 9. 

8 Report at 8 & n.37. 

9 ld. at 2. The Report seems to imply that the Do Not Call Rule would support this extension of 
the definition of harm. See id. ("unwarranted intrusions into their daily lives"). However, it 
must be emphasized that the Congress granted the FTC underlying authority under the 
Telemarketing and Consumer Fraud and Abuse Prevention Act, 15 U.S.C. §§ 6101-6108, to 
promulgate the Do Not Call provisions and other substantial amendments to the TSR. The 
Commission did not do so unilaterally. 

101d. 

II ld. at 19. 

12 [d. at 23, see also id. at 24. 

3 
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Report seeks consistency with international privacy standards," I would urge caution. We 

should always carefully consider whether each individual policy choice regarding privacy is 

appropriate for this country in all contexts. 

That is not how the Commission itself has traditionally proceeded. To the contrary, the 

Commission represented in its 1980, and 1982, Statements to Congress that, absent deception, it 

will not generally enforce Section 5 against alleged intangible hann.l4 In other contexts, the 

Commission has tried, through its advocacy, to convince others that our policy judgments are 

sensible and ought to be adopted. And, as I stated in connection with the recent Intel complaint, 

in the competition context, one of the principal virtues of applying Section 5 was that that 

provision was "self-limiting," and I advocated that Section 5 be applied on a stand-alone basis 

only to a firm with monopoly or near-monopoly power. 15 Indeed, as I have remarked, absent 

such a limiting principle, privacy may be used as a weapon by firms having monopoly or near-

monopoly power. 16 

I' ld. at 9-10. This does not mean that I am an isolationist or am impervious to the benefits of a 
global solution. But, as stated below, there is more than one way to skin this cat. 

14 See Letter from the FTC to Hon. Wendell Ford and Hon. John Danforth, Committee on 
Commerce, Science and Transportation, United States Senate, Commission Statement of Policy 
on the Scope of Consumer Unfairness Jurisdiction (Dec. 17, 1980), reprinted in International 
Harvester Co., 104 F .T.C. 949, 1070, 1073 (1984) ("Unfairness Policy Statement") available at 
http://www.ftc.gov/bcp/policystmtlad-unfair.htm; Letter from the FTC to Hon. Bob Packwood 
and Hon. Bob Kasten, Committee on Commerce, Science and Transportation, United States 
Senate, reprinted in FTC Antitrust & Trade Reg. Rep. (BNA) 1055, at 568-570 ("Packwood
Kasten letter"); and 15 U.S.C. § 45(n), which codified the FTC's modern approach. 

15 See Concurring and Dissenting Statement of Commissioner J. Thomas Rosch, In re Intel 
Corp., Docket No. 9341 (Dec. 16,2009), available at 
http://www.ftc.gov/os/adjpro/d9341/091216intelstatement.pdf. 

16 See Rosch, supra note 7 at 20. 

4 
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Thcrc does not appear to be any such limiting principle applicable to many of the 

recommendations of the Report. If implemented as written, many of the Report's 

recommendations would instead apply to almost all firms and to most information collection 

practices. It would install "Big Brother" as the watchdog over these practices not only in the 

online world but in the offline world. '7 That is not only paternalistic, but it goes well beyond 

what the Commission said in the early 1980s that it would do, and well beyond what Congress 

has permitted the Commission to do under Section 5(n).'8 I would instead stand by what we 

have said and challenge information collection practices, including behavioral tracking, only 

when these practices are deceptive, "unfair" within the strictures of Section 5(n) and our 

commitments to Congress, or employed by a firm with market power and therefore 

challengeable on a stand-alone basis under Section 5's prohibition of unfair methods of 

competition. 

Second, the current self-regulation and browser mechanisms for implementing Do Not 

Track solutions may have advanced since the issuance of the preliminary staff Report. 19 But, as 

the final Report concedes, they are far from perfect/a and they may never be, despite efforts to 

create a standard through the World Wide Web Consortium ("W3C") for the browser 

mcchanism.21 

17 See Report at 13. 

18 Federal Trade Commission Act Amendments of 1994, Pub. L. No. 103-312. 

19 Report at 4, 52. 

20 fd. at 53, 54; see esp. id. at 53 n.250. 

21 ld. at 5, 54. 

5 
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More specifically, as I have said before, the major browser finns' interest in developing 

Do Not Track mechanisms begs the question of whether and to what extent those major browser 

firms will act strategically and opportunistically (to use privacy to protect their own entrenched 

interests).22 

In addition, the recent announcement by the Digital Advertising Alliance (DAA) that it 

will honor the tracking choices consumers make through their browscrs raises more questions 

than answers for me. The Rcport is not clear, and I am concerned, about the extcnt to which this 

latest initiative will displace the standard-setting effort that has recently been undertaken by the 

W3C. Furthermore, it is not clear that all the interested players in the Do Not Track arena 

whether it be the DAA, the browser firms, the W3C, or consumer advocacy groups - will be ablc 

to come to agreement about what "Do Not Track" even mcans.23 It may be that the firms 

professing an intcrest in self-regulation are really talking about a "Do Not Target" mechanism, 

which would only prevent a firm from serving targeted ads, rather than a "00 Not Track" 

mechanism, which would prevent the collection of consumer data altogcther. For example, the 

DANs Sclf-Regulatory Principlcs for Multi-Site Data do not apply to data collected for "market 

research" or "product development.,,24 For their part, the major consumer advocacy groups may 

22 See Rosch, supra note 7 at 20-21. 

2) Tony Romm, What Exactly Does 'Do Not Track' Mean?, Politico, Mar. 13,2012, available at 
hltp:llwww.politico.com/news/stories/0312173976.html; see also Report at 4 (DAA allows 
consumer to opt out of "targeted advertising"). 

" See Selj:Regulatory Principlesfor Multi-Site Data, Digital Advertising Alliance, Nov. 20 II, 
at 3, 10, II, available at 
http://www.aboutads.info/resource/download/Multi-Site-Data-Principles.pdf; see also Tanzina 
Vega, Opt-Out Provision Would Halt Some, but Not All, Web Tracking, New York Times, Feb. 
26,2012, available at 
http://www.nytimes.com/20 12!02/2 7 !technology! opt -out -pro v ision-wou Id-halt -some-but -not -all-

6 
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not be interested in a true "Do Not Track" mechanism either. They may only be interested in a 

mechanism that prevents data brokers from compiling consumer profiles instead of a 

comprehensive solution. It is hard to see how the W3C can adopt a standard unless and until 

there is an agreement about what the standard is supposed to prevent.25 

It is also not clear whether or to what extent the lessons of the Carnegie Mellon Study 

respecting the lack of consumer understanding of how to access and use Do Not Track will be 

hceded.26 Similarly, it is not clear whether and to what extent Commissioner Brill's concern that 

consumers' choices, whether it be "Do Not Collect" or merely "Do Not Target," will be 

honored.27 Along the same lines, it is also not clear whether and to what extent a "partial" Do 

Not Track solution (offering nuanced choice) will be offered or whether it is "all or nothing." 

Indeed. it is not clear whether consumers can or will be given complete and accurate information 

about the pros and the cons of subscribing to Do Not Track before they choose it. I find this last 

web-tracking.html?pagewanted=all. 

25 See Vega, supra note 24. 

26 Why Johnny Can 'I Opl Oul: A Usability Evaluatian a/Tools to Limit Online Behavioral 
Advertising, Carnegie Mellon University CyLab, Oct. 31, 2011. available at 
http://www.cylab.cmu.edu/files/pdfs/tech reports/CMUCyLab I 10 17.pdf; see also Search 
Engine Use 2012. at 25, Pew Internet & American Life Project, Pew Research Center, Mar. 9, 
2012, available at 
http://pewinternet.org/-/media/Files/Reports/2012/PIP Search Engine Use 2012.pdf ("[j)ust 
38% of internet users say they are generally aware of ways they themselves can limit how much 
information about them is collected by a website"). 

27 See Julie Brill, Comm'r, Fed. Trade Comm'n, Big Data, Big Issues, Remarks at Fordham 
University School of Law (Mar. 2, 2012) available at 
http://ftc.gov/spccches/brillll 20228fordham lawschoo l.pdf. 

7 
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question especially vexing in light of a recent study that indicated 84% of users polled prefer 

targeted advertising in exchange for free online content.'s 

Third, I am concerned that "opt-in" will necessarily be selected as the defacto method of 

consumer choice for a wide swath of entities that have a first-party relationship with consumers 

but who can potentially track consumers' activities across unrelated websites, under 

circumstances where it is unlikely, because of the "context" (which is undefined) for such 

tracking to be "consistent" (which is undefined) with that first-party relationship:'9 I) companies 

with multiple lines of business that allow data collection in different contexts (such as Google);30 

2) "social networks," (such as Facebook and Twitter), which could potentially use "cookies," 

"plug-ins," applications, or other mechanisms to track a consumer's activities across the 

Internet;" and 3) "retargeters," (such as Amazon or Pacers), which include a retailer who 

delivers an ad on a third-party website based on the consumer's previous activity on the retailer's 

website.J
' 

28 See Bachman, supra note 6. 

29 Report at 41 . 

JO Id. Notwithstanding that Google's prospective conduct seems to fit perfectly the 
circumstances set forth on this page of the Report (describing a company with multiple lines of 
business including a search engine and ad network), where the Commission states "consumer 
choice" is warranted, the Report goes on to conclude on page 56 that Google's practices do not 
require affirmative express consent because they "currently are not so widespread that they could 
track a consumer's every movement across the Internet." 

31 Id. at 40. See also supra note 30. That observation also applies to "social networks" like 
Facebook. 

32 ld. at 41. 

8 
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These entities might have to give consumers "opt-in" choice now or in the future: 

I) regardless whether the entity's privacy policy and notices adequately describe the information 

collection practices at issue; 2) regardless of the sensitivity of the information being collected; 

3) regardless whether the consumer cares whether "tracking" is actually occurring; 4) regardless 

of the entity's market position (whether the entity can use privacy strategically i.e., an opt-in 

requirement - in order to cripple or eliminate a rival); and 5) conversely, regardless whether the 

entity can compete effectively or innovate, as a practical matter, if it must offer "opt in" choice.33 

Fourth, I question the Report's apparent mandate that ISPs (like Verizon, AT&T and 

Comcast), with respect to uses of deep packet inspection, be required to use opt-in choice.34 This 

is not to say there is no basis for requiring ISPs to use opt-in choice without requiring opt-in 

choice for other large platform providers. But that kind of "discrimination" cannot be justified, 

as the Report says. because ISPs have "are in a position to develop highly detailed and 

comprehensive profiles of their customers.,,35 So does any large platform provider who makes 

available a browser or operating system to consumers.36 

Nor can that "discrimination" be justified on the ground that ISPs may potentially use 

that data to "track" customer behavior in a fashion lhat is contrary to consumer expectations. 

There is no reliable data establishing that mosllSPs presently do so. Indeed, with a business 

33 See id. at 60 ("Final Principle"). 

34 Id. at 56 ("the Commission has strong concerns about the use ofOP! for purposes inconsistent 
with an ISP's interaction with a consumer, without express affirmative consent or more robust 
protection"). 

35 Id. 

36Id. 

9 
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model based on subscription revenue, ISPs arguably lack the same incentives as do other 

platform providers whose business model is based on attracting advertising and advertising 

revenue: ISPs assert that they track data only to perform operational and security functions; 

whereas other platform providers that have business models based on advertising revenue track 

data in order to maximize their advertising revenue. 

What really distinguishes ISPs from most other "large platform providers" is that their 

markets can be highly concentrated.37 Moreover, even when an ISP operates in a less 

concentrated market, switching costs can be, or can be perceived as being, high.38 As I said in 

connection with the Intel complaint, a monopolist or near monopolist may have obligations 

which others do not have.39 The only similarly situated platform provider may be Google, 

which, because of its alleged monopoly power in the search advertising market, has similar 

power. For any of these "large platform providers," however, affirmative express consent 

should be required only when the provider actually wants to use the data in this fashion, not just 

when it has the potential to do SO.40 

37 Federal Communications Commission, Connecting America: The National Broadband Plan. 
Broadband Competition and Innovation Policy, Section 4.1, Networks, Competition in 
Residential Broadband Markets at 36, available at 
http://www.broadband.gov/plan/4-broadband-competition-and-innovation-poliry/. 

38 Federal Communications Commission Working Paper, Broadband decisions: What drives 
consumers to switch - or stick with their broadband Internet provider (Dec. 20 I 0), at 3, 8, 
available at 
http://transition.fcc.gov/Daily ReleaseslDaily Business/20 I O/db 1206/DOC-303264A I.pdf. 

39 See Rosch, supra note 15. 

40 See, e.g., Report at 56. 

10 
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Conclusion 

Although the Chairman testified recently before the House Appropriations Subcommittee 

chaired by Congresswoman Emerson that the recommendations of the final Report are supposed 

to be nothing more than "best practices,,,41 I am concerned that the language of the Report 

indicates otherwise, and broadly hints at the prospect of enforcement42 The Report also 

acknowledges that it is intended to serve as a template for legislative recommendations.43 

Moreover, to the extent that the Report's "best practices" mirror the Administration's privacy 

"Bill of Rights," the President has specifically asked either that the "Bill of Rights" be adopted 

by the Congress or that they be distilled into "enforceable codes of conduct,,44 As I testified 

before the same subcommittee, this is a "tautology;" either these practices are to be adopted 

voluntarily by the firms involved or else there is a federal requirement that they be adopted, in 

41 Testimony of Jon Leibowitz and J. Thomas Rosch, Chairman and Comm'r, FTC, The FTC in 
FY2013: Protecting Consumers and Competition: Hearing on Budget Before the H. Comm. on 
Appropriations Subcomm. on Financial Services and General Government, 112 th Congo 2 
(2012), text from CQ Roll Call, available from: LexisNexis® Congressional. 

42 One notable example is found where the Report discusses the articulation of privacy harms 
and enforcement actions brought on the basis of deception. The Report then notes "[Ilike these 
enforcement actions, a privacy framework should address practices that unexpectedly reveal 
previously private information even absent physical or financial harm, or unwarranted 
intrusions." Report at 8. The accompanying footnote concludes that "even in the absence of 
such misrepresentations, revealing previously-private consumer data could cause consumer 
harm." See also infra note 43. 

43 !d. at 16 ("to the extent Congress enacts any of the Commission's recommendations through 
legislation"); see also id. at 12- 13 ("the Commission calls on Congress to develop baseline 
privacy legislation that is technologically neutral and sufficiently flexible to allow companies to 
continue to innovate"). 

" See Letter from President Barack Obama, appended to White House, Consumer Data Privacy 
in a Networked World: A Frameworkfbr Protecting Privacy and Promoting Innovation in the 
Global Digital Economy (Feb. 23, 2012), available at 
http://www.whitehouse.gov/sites/default/files/privacy-final.pdf. 

II 
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which case there can be no pretense that they are "voluntary.,,45 It makes no difference whether 

the federal requirement is in the form of enforceable codes of conduct or in the form of an act of 

Congress. Indeed. it is arguable that neither is needed if these firms feel obliged to comply with 

the "best practices" or face the wrath of "the Commission" or its staff. 

45 See FTC Testimony. supra note 41. 

12 
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Mrs. BONO MACK. The gentleman is recognized. 
Mr. BUTTERFIELD. Thank you, Madam Chairman. I too would 

like to ask unanimous consent to include two reports in the record. 
One is the White House report dated February 2012 that we have 
talked about throughout this hearing, as well as the FTC report 
that is dated March 2012. 

Mrs. BONO MACK. Without objection. 
[The information is available at http://www.whitehouse.gov/sites/ 

default/files/privacy-final.pdf and http://www.ftc.gov/os/2012/03/ 
120326privacyreport.pdf] 

Mrs. BONO MACK. And so as I mentioned earlier, this was the 
sixth in our series of privacy hearings in the past year. And if we 
have learned one thing, it is simply this, that there are no easy an-
swers or quick fixes when it comes to protecting consumer privacy 
online. But as a subcommittee, we are going to keep working hard 
at it. And I look forward to our continued discussions. 

I remind members that they have 10 business days to submit 
questions for the record, and ask the witnesses to please respond 
promptly to any questions you might receive. And the hearing is 
now adjourned. 

[Whereupon, at 12:38 p.m., the subcommittee was adjourned.] 
[Material submitted for inclusion in the record follows:] 
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The Honorable Mary Bono Mack 
Chahman 

UNITED STATES DEPARTMENT OF COMMERCE 
The Assistant Secretary for Communications 
and Information 
Washington, D.C. 20230 

AUG 9 2012 

Subcommittee on Commerce, Manufacturing, and Trade 
Committee on Energy and Commerce 
House of Representatives 
Washington, DC 20515 

Dear Chairman Bono Mack: 

Thank you for the opportunity to testity on March 29, 2012 before the Subcommittee on 
Commerce, Manufacturing, and Trade at the hearing entitled "Balancing Privacy and Innovation 
Does the President's Proposal Tip the Scale?" I appreciate your forwarding additional questions 
for the record to me on June 15,2012. 

My responses to the questions are enclosed. If you or your staff have any additional 
questions, please do not hesitate to contact me or James Wasilewski, NTIA's Director of 
Congressional Affairs, at (202) 482-1840. 

Sincer'ely, 

~L&~ 
cc: The Honorable O.K. Butterfield, Ranking Member, Subcommittee on Commerce, 

Manufacturing, and Trade 

Enclosure 



201 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00205 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
13

8

Responses to Questions from the Honorable Mary Bono Mack 

1. Is "personal data", which is defined in the report as "any data, including 
aggregations of data, which is linkable to a specific individual" or "a specific 
computer or other device", a euphemism for "PH" (personally identifiable 
information)? With a definition so broad, what type of information would be left 
outside of that definition? 

The Privacy Blueprint uses the tenn "personal data" to describe infonnation that is linkable to an 
individual or linked to a device. Depending on thc circumstances, the defInition can include a 
substantial amount of data. A broad definition is necessary to capture the wide array of data that 
implicates individual privacy interests. However, the privacy risks associated with personal data 
use vary widely, and the Privacy Blueprint sets forth guidance for handling personal data across 
a broad alTay of commercial settings, as appropriate for the scale, scope, and sensitivity of the 
data. 

Moreover, data that cannot reasonably be associated with an individual does not fall under the 
Privacy Blueprint's definition of "personal data." Some commercially important practices 
depend on such data. For example, companies often collect and retain information from 
consumers that they do not use to analyze the activities of specific consumers or devices. Instead, 
this data is useful to develop an aggregate picture of how groups of consumers use a service or 
website. The insights gathered from this kind of analysis can lead to valuable improvements in 
products and services. . 

2. The Framework endorses the consumer's ability to access and correct data held 
about them, but in a sliding scale based on the nature and sensitivity ofthe data. 
Can you please describe examples at both ends of the spectrum - data that would 
require access and correct (where not already provided by law) and data that would 
not require aecess and correct? 

The Privacy Blueprint discusses access, accuracy, and correction as related but distinct facets of 
a plinciplc that protects consumers from the harmful consequences of erroneous information. 
Each of these elements serves a different purpose and creates different costs and benefits. 
Access enables consumers to learn about, and potentially obtain, information that companies 
havc about them. Accuracy reqoires companies to takc reasonable steps to ensure that the 
infOlmation they collect about consumers is correct. A right to eOlTection (or deletion or 
suppression), as discussed in the Blueplint, is appropriate when consumcrs may be exposed to 
fInancial, physical, or matcrial harm. Consumers' right to access and correct personal 
information is important. Consumers cUlTcntly lack that right outside of sectors covered by laws 
like the Fair Crcdit Reporting Act and Health Insurance Portability and Accountability Act. 

The right to access and accuracy is informed by the context of the data collection and user 
interaction. Factors used to determine the context can include the sensitivity of the data, the 
consequences that might result t!'om inaccuracy, and the scope of the personal data. 

2 
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Some circumstances dictate that consumers have robust means and opportunities to access and 
correct personal information about them that is held by others. For example, many web sites and 
mobile applications offer services that allow consumers to obtain background checks concerning 
social acquaintances. These services are often marketed as tools for consumers to vet prospective 
dates or social acquaintances. The backgrowld check reports can contain large amounts of 
personal information, including criminal background information. These sorts of background 
checks can be useful tools, but only if the data is accurate. The reports are not typically subject to 
the Fair Credit Reporting Act's access and accuracy requirements. If inaccurate criminal history 
information is listed in such a report, the risk of potential reputational hann is high. Therefore, 
the Privacy Blueprint would require that conswners have the opportunity to access and correct 
personal information in these circumstances. 

Other circumstances might not require that conswners have the opportunity to correct personal 
information about them that is held by others, based on low risk for material harm to consunlers. 
POl' example, Internet users often sign up for services that deliver frcc, daily email messages to 
them - one example is an online "recipe-a-day" service. These services can be very simple in 
dcsign and implicate little personal information. A hypothetical service might only collect a 
consumer's email address, name, and hometown. This is personal information. If the consumer 
moves, the hometown information might then be incorrect, but there may be no consequences 
that flow from the error. In this particular context, the data at issue is small in scope and not 
particularly sensitive, and so it may not be necessary for the service to provide a way for 
conswners to correct the information, especially if the service provides consumers with an easy 
mechanism to cancel their subscription entirely. 

3. Many people have pointed to the Digital Adveliising Alliance (DAA) agreement as a 
successful example of self-regulation. What is your opinion on the DAA agreement 
and do you intend to convene a multi-stakeholder group to revisit it? 

The Digital Advertising Alliance's commitment to "Do Not Track" is a positive step and has the 
potential to provide benefits to consumers. While a positive step, tlle Do Not Track system is still 
evolving - businesses, conSUl1ler advocates, and technical experts are currently working to 
implement the system. 

NTIA is convening a different process, which will put great emphasis on openness and 
transparency. We identified mobile application transparency as the focus of the first process and 
convened the first meeting ofthat process on July 12,2012. We currently have no plans to 
convene a process concerning Do Not Track. Given the range of outstanding privacy issues, we 
do not expect to focus on areas that have already been addressed through existing self-regulatory 
efforts, absent broad consensus that we should do so. Further, Do Not Track implementation is 
currently the subject of a multi stakeholder process convened by the World Wide Web 
Consortium, and we would be very unlikely to establish a competing effort. 
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4. How do you intend to resolve what are often vast differences between privacy 
advocates and the private sector during the multi-stakeholder process? 

NTIA's role in the privacy multistakeholder process is to provide a forum for discussion and 
consensus-building among stakeholders. In situations where stakeholders disagree over how best 
to interpret the Consumer Privacy Bill of Rights, we will help the parties reach clarity on what 
their positions are and whether there are options for compromise toward consensus, rather than 
substitute our own judgment. 

We recognize that privacy advocates and the private sector may have different views on any 
number ofissues. However, I think that all reasonable stakeholders can agree that transparency is 
critically important - companies must disclose relevant data practices to consumers. And 
transparency poses particular challenges in the mobile application context. We think that 
stakeholders can build on this basic agreement to develop a meaningful code of conduct 
concerning mobile application transparency. A code of conduct concerning mobile application 
transparency will not solve all privacy problems in the mobile space. However, a code of 
conduct concerning mobile application transparency will provide substantial, concrete benefits to 
consumers in a reasonable timeframe. 

5. If all negotiations leading up to the DAA agreement had taken place in open session, 
observers believe it would have been far more difficult to reach agreement. Do you 
anticipate some of the multi-stakeholder meetings will need to be closed? 

We are committed to ensuring that the multi stakeholder process will be transparent. Given the. 
broad range of interests in consumer data privacy, it is important for anyone who has an interest 
in the privacy multistakeholder process, whcther or not they participate, to understand the basis 
for decisions made within the group. The proposals that are under discussion and participants' 
arguments for or against such proposals will be useful (0 gaining this understanding. It will be 
clUcial for relevant information to be made available and accessible in a timely fashion. 

We fully recognize, however, that stakeholders will not conduct all of their conversations in 
public. We expect that companies and consumer groups will want to hold discussions on their 
own to develop common perspectives. Our role will be to ensure that the stakeholders integrate 
these private discussions into a process that allows everyone a chance to work from common 
proposals and understand the public rationales that stakeholders offer to support their positions. 

6. Mr. Szoka testified that the Administration missed an opportunity to promote the 
concept of "smart disclosure" through machine-readable formats, which was 
proposed by Cass Sunstein, currently director of the Office of Information and 
Regulatory Affairs (OIRA). Have you considered that concept? 

The Privacy Blueprint encourages companies to make "smart disclosures" - to make personal 
data available in useful formats to properly authenticated individuals over the Internet. Smart 
disclosures may not be appropriate in all circwnstances. But these sorts of disclosurcs can help 
consumers make more informed choices. 
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At NTIA' s July 12, 2012 multistakeholder meeting, some stakeholders suggested that machine 
readable disclosures might be an appropriate part of a code of conduct regarding mobile 
application transparency. We look forward to stakeholders' efforts on this subject as they work 
toward drafting a code of conduct for mobile application transparency. 

7. One of the advantages of self-regulation is the ability to adjust rapidly to changes in 
technology. Will multi-stakeholder panels be able to move as quickly? Must those 
bound by an existing code of conduct seek the Administration's permission to revise 
it? 

We believe that multistakeholder processes can quickly produce meaningful codes of conduct. 
Multistakeholder institutions derive their legitimacy from the support and active participation of 
all stakebolders. Accordingly, they are more likely than regulatory regimes to adapt to change 
and evolve when the stakeholders demand it. Stakeholders are not required to seek the 
Administration's pelmission to revise a code of conduct. At heart, the multistakeholder process 
is bottom-up, not top-down. If stakeholders reach a broad consensus that a code of conduct is 
ripe for revision, they may initiate an open, transparent, consensus-based process to revise the 
code. 

8. What harms to individual consumers need to be addressed by legislation that cannot 
be adequately addressed under the FIe's existing nnfairness jurisdiction? 

Unfortunately, companies do not always meet consumers' expectations of fair and responsible 
handling of personal data. As a result, consumers suffer individual harms. These harms include 
reputational harms, severe embarrassment, identity theft, and financial harms. Consumers can 
also suifer repeated inconveniences arising from the requirement that they manage personal data 
in the absence of consistent baseline principles. For example, consumers may find that they need 
to go through cwubersome or repetitive procedures to opt out of certain kinds of personal data 
collection or use. This kind of process may be manageable in small doses, but it does not work 
well for consumers in the long term, particularly when hundreds of different entities may collect 
infOlmation about them. These harms can result from practices that do not run afoul of the FTC's 
existing unfairness jurisdiction, but are nonetheless serious. 

In areas that are not covered by existing Federal data privacy laws, consumers have few 
indications of how information about them is collected and used. Consumers are often surprised 
to learn that various companies hold personal data about them. They express concern about 
having their Internet use tracked. They wonyabout whether companies' privacy policies protect 
their information, or if they can understand the policies at all. 

Privacy policies often do not address consumers in an intelligible, clear, and understandable 
manner, and have even further to go in the mobile realm. Many mobile applications lack privacy 
policies altogether. Too often, mobile privacy policies are not fomlatted with small screens in 
mind, effectively hiding important telms from consumers who are unwilling to scroll through 
dozens of screens of dense text. Clearer baseline protections would help consumers Wlderstand 
what they can expect from companies that handle data about them, and allow consumers to more 
meaningfully assess their choices. 
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Consumers and American businesses share a strong interest in better defining and protecting 
privacy interests in the digital age to maintain the trust that is necessary to keep the Internet 
growing and supporting innovation. Consumers should not be subject to constant uncertainty 
about what information is collected about them and how it may be used. They need and deserve 
a baseline set of protections. Conversely, companies should have clear obligations to meet, and 
companies that handle personal data responsibly should not be disadvantaged by those who 
behave carelessly or ignore consumer privacy preferences. 

9. If the harm requiring legislation is that the lack of consumer trust Diay cause 
consumers to stop adopting Internet services, wherc's your evidence for that beyond 
opinion surveys? 

Experts agree that lack of consumer trust is a real concern for Internet users. NTIA reached out 
to many stakeholders during the development of the Privacy Blueprint. During NTIA's outreach, 
we received comments from consumer groups, industry, and leading privacy scholars, and we 
saw broad agreement that large proportions of Americans do not fully lmderstand and appreciate 
what information is being collected about them, and how they are able to stop ccrtain practices 
from taking place. 

Consumer advocates told us that consumers face privacy risks arising from unscrupulous 
practices - practices which lead to diminished consumer trust in Internet data collection, thus 
stunting growth and innovation. Consumer groups commented on individuals' inability to 
distinguish among companies' privacy practices, which may lead eonsumers to conclude that all 
companies engage in equally invasive practices. Some of the leading innovators in the Internet 
economy see things the same way. One leading IT company challenged the argument that 
baseline consumer data privacy protections would slow innovation. Instead, the company told us 
that well-crafted legislation can enable small business e-commerce growth. Other companies 
supported Federal privacy legislation; especially a baseline for privacy regulation thatis flexible, 
scalable, and proportional. Uncertainty over keeping the trust of consumers online is as 
unsettling for some businesses as it is for consumers. 

In addition, consumers victimized by identity theft arising from Internet transactions may lose 
trust in online services. Identity theft results from the theft of individuals' personal information 
and can result in financial, reputational, and other hanns. Identity thett has been the most 
common consumer complaint to the Federal Trade Commission for the past 12 years. These 
complaints are not opinion surveys, but instead are specific allegations of unlawful practices 
filed by consumers. The. FTC publishes an annual complaint list derived from the Consumer 
Sentinel Network, a secure online database of millions of consumer complaints available only to 
law enforcement. The list includes complaints to the Commission, law enforcement agencies, 
and non-governmental organizations. Of more than 1.8 million complaints filed in 2011, 15 
percent were identity theft complaints. 
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Responses to Questions from the Honorable Cliff Stearns 

10. At the hearing we heard that allowing all consumers to access whatever data 
companies have about them presents significant technical challenges and could 
actnally increase risk to consumers. But what about a narrower bill that would 
allow consumers to ask companics for categorics of information that com panics 
havc on them. Wouldn't this alleviate the risk of harm to the consumer and burden 
on the company while at the same time help educate consumers on data collection? 

It is important for consumers to be able to access and corrcct personal data in a manner that is 
appropriate to the sensitivity ofthe infonnation. We understand that providing access to data can 
pose technical challenges for companies in some circumstances. The key factor in providing 
access to personal data is context When handling highly sensitive data, companies should 
provide robust access capabilities even in the face of technical challenges. When handling data 
that is less sensitive, it might be appropriate to provide less elaborate access capabilities. 

One approach - allowing consumers to access categories of infonnation, rather than all the 
underlying data - might be appropriate in some circumstances. But access to these categories 
may not in other contexts be a sufficient replacement for access to the full record of personal 
data held by a company about an individual. 

11. Are you familiar with my bill, H.R. 1528, the Consumer Privacy Protection Actof 
2011? This bill calls for clear, easy to understand privacy policy statements and 
providcs for the FTC to approve a five-year self-regulatory pl·ogram. Would you 
support this bill advancing through the Subcommittee? 

At this time, the Administration has not taken a position on I-LR. 1528, although we do support 
clear, easy to understand statements that malce businesses' privacy policies and practices 
available to consumers. 

In NTIA's view, the framework that the Obama Administration has proposed for consumer data 
privacy will provide consumers with transparency and contro!' The Privacy Blueprint includes a 
consumer privacy bill of rights that recognizes consumers' right to easily understandable and 
accessible infomlation about privacy and security practices. The Blueprint also includes an open, 
transparent multi stakeholder process to develop enforceable codes of conduct that implement the 
consumer privacy bill of rights in specific contexts, as well as specilic authority for the Federal 
Trade Commission to enforce the consumer privacy bill of rights. 

We look forward to working with you, other Members of Congress, privacy and consumer 
advocates, industry, and the FTC on this important issue. 

7 
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Responses to Questions from the Honorable ,Jim Matheson 

12. One of the goals of the Administration's proposal is to create and then convene a 
group of stakeholders to develop legally enforceable codes of eouduct that specify 
how the Consumer Privacy Bill of Rights applies in specific business contexts. I 
understand that the NTIA is currently seeking comments from interested 
stakeholders on how the multi-stakeholder process should work, what constitutes 
consensus and what issues should be addressed. Do you have auy idea ofwheu the 
first stakeholder meeting might be scheduled? What is the timeline for this process? 

NTIA received more than eighty responses to its request for comments on the privacy 
multistakeholder process. Individuals and entities in the commercial, academic, civil society, and 
government sectors tiled comments. On July 12, 2012, NTIA held the fust meeting of the 
privacy multi stakeholder process in the Department of Commerce auditorium, focused on mobile 
application transparency. Nearly 300 people participated in the event, more than 200 of them in 
person. The tirst meeting provided a forum for stakeholders to have an initial discussion 
concerning mobile app transparency, and also to discuss the schcduleand format of future 
meetings. The next meeting is scheduled for August 22,2012. 

13. As we all know, the borderless nature of the Internet is one of the factors that makes 
the Internet a strong economic driver. It allows companies of all sizes to reach a 
global audience with very little effort or overhead. Many U.S. based companies have 
used the Internet to create tremendous business opportuuities around the world. 
Although the Iuternet has no borders, countries still have laws and regulations 
governing how data can be used and transferred. Complying with these various 
privacy laws can be extremely difficult for businesses as they engage in global 
commerce. One of the chapters in the Administration's proposal discusses the 
importance of promoting international interoperability in privacy laws by pursuing 
mutual recognition. Is this an effort that the Department of Commerce is going to 
undertake? What steps are you going to take to promote greater harmony among 
international privacy laws? Does the Department of Commerce have any concerns 
with the latest EU Data Directive and how that might impact U.S. based businesses? 

NTIA recognizes that interoperability helps ease privacy compliance burdens for companies 
doing business globally. 

We are working closely with our counterparts in the Commerce Department, including at the 
International Trade Administration, and throughout the Executive Branch to pursue greater 
intcropcrability of privacy frameworks. Promoting intcropcrability is an important objective of 
the National Science and Technology Council Subcommittee on Privacy, which is co-chaired by 
Department OfC0111lTICrCe General CoullSel Cameron Kerry. This subcommittee's international 
engagement working group, which is co-chaired by NTIA, develops interagency positions on a 
number of international consumer privacy issues, including interoperability. 

We are committed to demonstrating to our international partners that a principles-based 
framework, combined with a stakeholder-driven process to create more specific guidelines, can 
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effectively address consumer data privacy issues. Enacting baseline consumer privacy 
legislation could also expand intemational recognition of codes of conduct. Legislation would 
clarify the legal standards that underlie codes of conduct as well as their enforceability, which 
would reinforce our commitment to consumer privacy and influence global Internet policy 
dcbates. 

The Commerce Department continues to promote current enforceable codes of conduct that play 
an important role in global interoperability. For example, the U.S.-EU and U.S.-Swiss Safe 
Harbor Frameworks are a source oflegally enforceable privacy commitments and will continue 
to playa critical role in facilitating transatlantic trade. Another example, the Asia-Pacific 
Economic Cooperation Cross-Border Privacy Rules system ("CBPR"), was finalized and 
publicly announced during the APEC Leaders' Summit in November 2011. The United States, 
rcpresented by the Department of Commerce and the Federal Trade Commission, was part of a 
dedicated group of APEC member economies t1Iat developed the CBPR system. The CBPR 
system does not seek to harmonize or homogenize domestic privacy legislation; rather, it focuses 
more narrowly on the issue of how to ensure a basic consistency of consumer privacy 
protections, including enforcement, as data moves from one member economy to the other. In 
July, Acting U.S. Commerce Secretary Rebecca Blank announced the United States' 
participation in the CBPR system. 

The United States and European Union are both committcd to protecting consumer privacy and 
encouraging innovation, entrepreneurship, and supporting jobs and growth. This commitment is 
underscored in the March 19,2012 U.S.-EU Joint Statement on Privacy from then-Commerce 
Secretary Bryson and EU Commission Vice President Viviane Reding. The European 
Commission recently proposed a ncw legal.framework for the protection of personal ditta in the 
EU. The proposed legal framework consists oftwo legislative proposals - a Regulation and a 
Directive. The United States has expressed concerns about the proposed General Data Protection 
Regulation ("Regulation"). 

The Department of Commerce has sOlne specific thoughts about the proposed Regulation. For 
example, several Artieles of the Regulation grant broad technical standards-setting authority to 
the European Commission. We are concerned thai such authority could lead to overly
prescriptive technical standards, whieh could in turn fragment global markets and adversely 
affect interoperability. Instead, we support privacy regulations that focus on achieving objectives 
as opposed to mandating technologies. Teclmical standards developed within eonsensus-based, 
multi stakeholder organizations are the bcdrock of the open, globally-intercomlected Internet. The 
openness, transparency, and user choice oftoday's Internet can best be sustained and advanced 
in a world in which all stakeholders participate in relevant decision making, rather than one in 
which governments, or particular groups of stakeholders, dominate. Some aspects of the 
proposed Regulation may be inconsistent with this approach. 

'I'he Department of Commerce is in frequent contact with officials fTom the European 
Commission, European Member States and European Parliament. We have reached out to these 
European colleagues to convey some of our views on the proposed EU Rcgulation and its 
potential impact on cross border data flows. Other U.S. government agencies, such as the 
Department of State, have also conveyed their views on the proposed EU Regulation to their 
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European colleagues. We will also continue to address this issue in the National Science and 
Technology Council Subcommittee on Privacy, which will inform our continued engagement 
with the EU on improving interoperability between our consumer data privacy frameworks. 

10 
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The Honorable Jon Leibowitz 
('hairman 
Fedcral Trade Commission 
600 Pennsylvania Avenue 
Washington, I),c' 20580 

Denr Chainnnn Leibowitz. 

June 15,2012 

Thank you for appearing before the Subcommittee on Commerce, Manufacturing, and Trade on 
Thursday, March 29, 2012, to testily at the hearing entitled "Balancing Privacy and Innovation: Does the 
President's Proposnl Tip the Scale?" 

Pursuant to the Rules of the Committee on Energy and Commerce, the hearing record remains open for 
10 business days to permit Members to submit additional questions to witnesses, which arc attached, The 
format of your responses to these questions should be as follows: (I) the name of the Member whose question 
you Me addressing, (2) the complete text of the question you are addressing in bold, and then (3) your answer to 
that question in plain texL 

To facilitate the printing of the hearing record, please respond to these questions by the close of business 
on Friday, June 29, 2012, Your responses should be e-mailed to the Legislative Clerk, in Word or PDF fonnat, 
at KirbyJ-Io\vard({l)mail,house,gov. 

Thank you again for your time and effort preparing and delivering testimony before the Subcommittee. 

Subconllnittcc on Commerce, 
Manufacturing, and Trade 

ec: O.K, Butterfield, Ranking Member, Subcommittee on Commerce, Manufacturing, and Trade 

Altaehment 
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The Honorable Mary Bono Mack 

Additional Questions for the Record 
Page I 

1. The Framework indicates the consumer privacy bill of rights does not replace existing privacy law, 
but to the extent it provides additional' rights or protections, does that alter existing privacy laws 
you enforce? Do existing laws need to be amended if Congress were to statutorily define a privacy 
bill of rights? 

Answer: In the final privacy report, the Commission was careful to note the'limitations on its 
framework. The report states that "[t)o the extent that the framework goes beyond existing legal 
requirements, the framework is not intended to serve as a template for law enforcement actions or 
regulations under laws currently enforced by the FTC." Thus, the final privacy report did not alter 
existing privacy laws. Should Congress decide to statutorily define a privacy bill of rights, Congress 
would determine at that point the extent to which the bill of rights would supplant existing statutes 
or would, alternatively, fill in gaps that existing statutes do not address. 

2. You repeated your call for a more robust "Do Not Track" function that is persistent, covers all parties 
that track consumers, and opts them out of any behavioral data collection beyond the context of the 
interaction. 

a. What does "context of the interaction" mean (the Administration's Framework also 
incorporates this concept)? Does context mean data can only be used for those purposes 
that are obvious to the consumer - i.e., a consumer provides a retailer her address to mail a 
purchase? What if information is collected for the purpose of driving advertisements? 

Answer: The context of the interaction standard is intended to encompass uses of data that are 
consistent with the context of a particular transaction or with the consumer's relationship with the 
business. For example, if a consumer is purchasing a book on an online retailer's website, the 
consumer would understand from the context of that transaction that the retailer would use and 
potentially share the consumer's address to deliver the book. The consumer woiJld also anticipate 
that the retailer would use the consumer's information to offer similar products to market back to the 
consumer. Similarly, a consumer would understand that an online retailer would need to use 
information about its customers to (1) protect against fraud and security breaches and (2) improve its 
website, as long as such improvements don't involve sharing information with third parties. 

When we used this phrase in connection with the Do Not Track discussion, we were referring to a few 
basic activities that are important and necessary to the proper functioning of businesses, such as 
preventing click fraud or using de-identified data for analytics purposes. The context of the 
interaction does not, however, include general, undefined activities that would create broad carve 
outs to Do Not Track and allow third parties to drive additional advertisements without offering 
consumer choice. 

b. Who is collecting data for purposes outside of advertising? 

Answer: As we discussed in our privacy report, the information broker industry is largely opaque, and 
a detailed analysis of the activities of all information brokers is challenging. We do know, however, 
that there are companies collecting information from a variety of sources and using it or selling it for 
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Additional Questions for the Record 
Page 2 

purposes other than advertising. Our recent case against Spokeo is a good example. The FTC alleged 
that Spokeo collected information about consumers from hundreds of online and offline sources, 
including social networks. It created profiles and sold those profiles to human resource professionals, 
job recruiters and others for employment purposes. The FTC charged that this violated the Fair Credit 
Reporting Act and reached a settlement with the company requiring it to pay $800,000 and submit to 
significant injunctive provisions. Although many consumers may be aware of the activities of the 
three major consumer reporting agencies, it is unlikely that many consumers have ever heard of 
Spokeo, or any of the other information brokers that may be operating behind the scenes and using 
data for non-advertising purposes. 

c. What data are they collecting that is personally identifiable that the consumer does not give 
them freely? 

Answer: It is very unlikely that consumers willingly provided Spokeo with the'r personal data -
including name, address, email address, hobbies, ethnicity, religion, social networking information, 
and photos - because most consumers did not realize that Spokeo existed. 

It is equally unlikely that any of the women whose location was obtained and published by a recent 
controversial mobile application marketed to people interested in a "one-night stand" knew that their 
"check-ins" on foursquare and Facebook were being collected, re-packaged, and sold for other 
purposes. See, e.g., Nick Bilton, N.Y. Times BITS Blog, Girls Around Me: An App Takes Creepy to a New 
Level (Mar. 30, ZOll), at http://bits.blogs.nytimes.com!ZOll!03!30!girls-around-me-ios-app-takes
creepy-to-a-new-Ievel!. 

Our recent cases against Facebook and Myspace offer additional examples of sharing of personally 
identifiable information without authorization. In both those cases, we alleged that the companies 
promised consumers they would not share personally identifiable information with advertisers and 
yet the companies did just that, sharing with advertisers information about the users maintained on 
their social networking profiles. 

d. Why are the current Do-Not-Track browser mechanisms insufficient? 

Answer: Some browsers have implemented a setting that can send a Do Not Track signal to 

websites consumers visit. Currently, there is no browser setting that is universally honored. The 

Digital Advertising Alliance (DAA) has agreed to honor browser Do Not Track settings by the end 

of the year, but not all trackers are members of the DAA. The W3C has brought together a 

broader set of stakeholders to set a standard for what a company should do when it receives a 

Do Not Track browser signal. Once stakeholders achieve consensus, we are confident that 

consumers will have an effective Do Not Track mechanism. 

e. How do you envision the implementation of a universal "Do Not Track" system in 
practicality? Would the "Do Not Track" system consist of a technological solution that 
actually prevents tracking if an individual invokes it or a legal solution that requires each 
individual site to honor an individual's request? 

http://bits.blogs.nytimes.com/2012/03/30/girls-around-me-ios-app-takes-creepy-to-a-new-level
http://bits.blogs.nytimes.com/2012/03/30/girls-around-me-ios-app-takes-creepy-to-a-new-level
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Additional Questions for the Record 
Page J 

Answer: We have stated that consumers should be able to exercise meaningful choice and control 
about thc collection of thcir data. The W3C is currently working on a standard for Do Not Track 
that would define how it will operate in practice. At this point, we do not believe that Do Not Track 
will operate as a technological block on tracking or collection. Instead, Do Not Track will specify a 
protoeol for the transmission of a user's preference not to be tracked and for websites and other 
companies to respond to and honor that preference. 

f. How do the recent Di\A rules that block secondary uses of data and commitment to honor 
persistence affect the Commission's opinion regarding Do Not Track? 

Answer: The DAA's commitments to honor persistence and to address some secondary uses of 
collected data are vcry important commitments by the advertising industry. We will watch closely 
to sec how these commitments are implemented. At the same time, DAA members are making very 
important contributions to the discussions taking place in the W3C, and we are optimistic that 
industry participants and othcr stakeholders can reach consensus on a Do Not Track standard 
through the W3C. 

3. One of the chief concerns from all parties is whether the Administration's multi-stakeholder process 
can yield results. The FTC hosted a number of stakeholder forums where participants discussed 
views from across the spectrum. Based on this experience and knowledge, what is your confidence 
level in what are essentially stakeholder negotiations? 

Answer: I am optimistic that the Administration's multi-stakeholder processes can yield results. 
Although there was vigorous debate on key issues at our privacy roundtables, we also saw significant 
agreement on a number of key issues, such as the need for improved transparency and consumer 
choice about online tracking. 

4. The term "harm" in the privacy context does not have universal meaning. When one person feels 
their privacy has been invaded is different from when another person feels his or her privacy has been 
invaded because the harm depends on one's personal attitude about privacy. When there is no 
universal meaning to what harm is in the privacy context, how can the FTC define harm? 

Answer: For purposes of enforcing the FTC Act, we are bound by Section 5, which prohibits 
deceptive and unfair acts or practices. The question of harm arises in our unfairness cases. Section 
5 sets forth a three-part test we must apply in order to find a particular practice unfair: 1) there 
must be a likelihood of substantial injury, 2) not reasonably avoidable by consumers, and 3) not 
oITset by countervailing benefits. The cases we have brought alleging unfairness have all involved 
injury that is clear. We will continue to follow the dictates of Section 5 in future enforcement 
actions. 

In our privacy report, we acknowledged that the concept of harm may extend beyond financial or 
physical impacts or unwanted intrusions and may include, for example, the unexpected revelation 
of private information, including both sensitive information (e.g., health information, prccise 
geolocation information) and less sensitive information (e.g., purchase history, employment history) 
to unauthorized third parties. As one example, in the Commission's case against Google, the 
complaint alleged that Google used the information of consumers who signed up for Gmail to 
populate a new social network, Google Buzz. The creation of that social network in some cases 
revealed previously private information about Gmail users' most frequent email eontaets. 
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Additional Questions for the Record 
Page 4 

Similarly, thc Commission's complaint against Facehook alleged that Facebook's sharing of users' 
personal information bcyond their privacy settings was harmful. 

We acknowledge that thcse concerns may be viewed or weighed differcntly by different consumers 
and that's why we proposed that com panics implement best practices for increascd transparency 
and consumer choice and for scalable access to the information maintaincd about them. 
Consumers should understand and have a choice about when their data is collected, and when 
private information may be shared or used in ways they did not cxpect when they first provided the 
information. This allows thosc consumcrs who care about the misuse of their personal data to be 
aware of and exercise a choice about it. 

5. One of the practices you recommend in your most recent privacy report is providing simpler and 

more streamlined choices to consumers. Google recently simplified and streamlined its privacy 

policies, and some people immediately criticized the policy as not explaining the company's 

practices in enough detail. What is your view on Google's effort to simplify and streamline its 

privacy policies? 

Answer: Although I should not comment on a particular company's practices, I can say that we 

encourage companies to engage in creative ways to simplify and streamline their privacy policies. We 

have long maintained that the traditional model of lengthy privacy policies is not an effective way to 

let consumers know what a company is doing with consumers' personal data and what choices they 

have with respect to those practices. Instead, for example, our privacy report encourages companies 

to develop simpler, more streamlined notices to consumers that are easy to understand, and to 

provide just in time choices to consumers so that they can make informed decisions about their data. 

The Honorable Cliff Stearns 

1. At the hearing we heard that allowing all consumers to access whatever data companies have about 
them presents significant technical challenges and could actually increase risk to consumers. But 
what about a narrower bill that would allow consumers to ask companies for categories of 
information that companies have on them. Wouldn't this alleviate the risk of harm to the consumer 
and burden on the company while at the same time help educate consumers on data collection? 

Answer: Our privacy report called on companies to provide reasonable access to the data they 
maintain; the extent of access should be proportionate to the sensitivity of the data and the nature 
of its use. For example, access and corrcction rights are extremely important when data is used for 
an eligibility decision, such as employment or insurance purposes. It is less critical when the data is 
used purely for marketing purposes where, as you suggcst, consumcrs could ask companies for 
categories of information the companies have about them and have the option to suppress data for 
futurc marketing use. Some companies that use data for marketing purposes have adopted the 
practice of giving consumers access to the categories of information about them, and we think this 
is a positive step for industry. 

2. Are you familiar with my bill, H.R. 1528, the Consumer Privacy Protection Act of2011? This bill 
calls for clear. easy to understand privacy policy statements and provides for the FTC to approve a 
five-year self~regulatory program. Would you support this bill advancing through the Subcommittee? 
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Answer: Although the Commission has not taken a position on H.R. 1528, we support the goals of 
this bill, and we are happy to work with you and your staff on this legislation. 

The Honorable Jim Matheson 

l. Chairman, recently the FTC released their long awaited report on privacy, entitled Protecting 
Consumer Privacy in an Era of Rapid Change. As in your preliminary report, Do Not Track is a key 
focus and the report consistently calls on industry to provide consumers access to Do Not Track 
mechanisms that offer consumers a universal, one-stop choice mechanism for online behavioral 
tracking. Do Not Track has been a very hotly debated issue since you first mentioned it at a Senate 
Commerce Committee hearing in 2009. There has also been concern from those within the security 
community that a Do Not Track mechanism could impede the ability of companies to monitor and 
prevent fraud and abuse on their sites. Can you speak to this concern? 

Answer: We agree that it is important that companies be able to monitor and prevent fraud and 
abuse on their sites. However, we believe that an effective Do Not Track mechanism can be 
developed and implemented in a manner that would not undercut companies' abilities to engage in 
security and fraud detection. In particular, we know that security and fraud detection are 
receiving significant attention in the discussions currently taking place through the W3C 
standards-setting group. We expect that any standard developed by the W3C will take into account 
these very important concerns. 
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on 

Balancing Privacy and Innovation: 

Does the President's Proposal Tip the Scale? 

Hearing of the Subcommittee on Commerce, Manufacturing, and Trade 

Energy & Commerce Committee 

United States House of Representatives 

March 29, 20122 

The Honorable Mary Bono Mack 

1. You suggested that before granting the FTC new authority in the privacy arena, 

Congress should wait to learn from the self-regulatory process. By its nature, it may take 

quite a while before that process plays out fully. What should happen in the meantime? 

My recent testimony before the Senate Commerce Committee3 expanded upon my testimony 

before your committee. Congress should focus on enhancing the existing legal framework as a 

more resilient approach to privacy concerns than enacting "baseline" legislation in six ways: 

1. Ensure the FTC has adequate institutional resources and expertise. 

2. Require the FTC to explain how it has applied its baseline doctrines of consumer 

protection-deception and unfairness-in past privacy cases. A retrospective analysis in 

the form of guidelines analogous to the Antitrust Guidelines issued jointly by the FTC 

Berin 5zoka (bszoka@techfreedom.org, @Berin5zoka)isPresidentofTechFreedom, a non-profit, non-partisan 

technology policy think tank. He has written and commented extensively on consumer privacy. In particular, 

he has testified on privacy and the self-regulatory process before the House Energy & Commerce Committee on 

March 29, 2012, available at http://tch.fm/KCrz8k ("5zoka Testimony I"),and the Senate Commerce Committee 

on June 28,2012, available at http://techfreedom.org/sites/default/files/5zoka%20Testimony%20at 

%20Senate%20Privacy%20Self-Regulation%20Hearing%20v2.pdf ("Szoka Testimony II"). 

Available at ~ergycommerce.house.gov/hearjng(balancjng-prjvacy-ancl -innovation-does-presidents

Rf9P_ Q5_C! L~.t12.~~.Q! I~_ 

See 5zoka Testimony II, supra note 1. 

1899 L 5T NW " SUITE 1260 " WASHINGTON, D.C. 20036 
202.681.0871 " info@techfreedom.org " @TechFreedom " techfreedom.org 
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and Department of Justice' would serve two ends: (1) making the future course of the 

FTC's quasi-common law of privacy more predictable and (2) identifying areas the FTC 

truly cannot address without new legislative authority. In particular, the FTC ought to 

explain the scope of harm under the unfairness doctrine. 

3. Require the FTC to do more to explain its application of the unfairness and deception 

doctrines in the future, such as through regular updates to these guidelines, better 

justifying consent decrees, and issuing no-action letters and advisory opinions. 

4. Craft new legislation, if at all, to address (1) non-conjectural harms that cannot be 

addressed by a more robust development of quasi-common law by the FTC, (2) that are 

not outweighed by countervailing benefits, and (3) that consumers themselves cannot 

reasonably avoid-in other words, to focus a realistic assessment of costs and benefits, 

and a preference for user empowerment over regulation. This is the basic concept 

behind the unfairness doctrine but there may well be harms that do not fit into the 

unfairness doctrine that nonetheless merit government intervention-and that would 

be better addressed through targeted legislation than by attempting to shoehorn them 

into unfairness by expanding the definition of "substantial injury." For example, this 

might include restrictions on employers' ability to obtain the social networking 

credentials of their employees. 

5. Explore the use of "smart disclosure" to empower consumers through greater 

transparency as an alternative to prescriptive mandates, starting with increasing the 

kinds of information collected by data brokers (properly defined). 

6. Ensure that self-regulation in name does not become co-regulation in fact, where 

government regulates by having final approval to certify industry codes of conduct-or 

simply through extra-legal pressure. No matter how well-intentioned, "agency threats" 

undermine the rule of law. 

In addition, Congress should take two other steps: 

7. Support education -If the problem is a lack of consumer awareness, Congress should 

fund consumer education campaigns, as it has done in the past for privacy and child 

safety. 

8. Focus on getting government's house in order - the greatest threat to our privacy lies 

with government itself, in that Congress has failed to update laws intended to extend 

Fourth Amendment Protections to data held by third parties.s 

Dept. of Justice, Guidelines and Policy Statements, http:((www.justice.gov(atr(public(guidelines(. 

See Joint Letter to S. (omm. on Judiciary in support of E(PA Reform (Sep. 17, 2012), at 

http:// n et.ed uca u ,e.ed u/i r llib ra ry I pdf IEPO 1212. pdf. 
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Elaboration upon these points follows immediately below. 

FTC Resources & Expertise 

Congress should assess whether the FTC has adequate institutional resources and expertise. If 

the FTC had heeded Peter Swire's call for the FTC to build a an office of information technology 

five years ago,6 our layered privacy approach would today be far more effective in protecting 

consumers and ensuring their trust, and less easily dismissed as inadequate by foreign privacy 

regulators. Chairman Leibowitz deserves credit for appointing the agency's first Chief 

Technologist. But even with someone as talented as Ed Felten in that position, the FTC is still 

way behind the curve: His title was not Chief Technology Officer because there is no office 

behind him to support the agency. 

The FTC needs a clear strategic plan outlining: 

1. How to build the in-house technical expertise it needs (beyond basic IT infrastructure) to 
identify enforcement actions, support successful litigation, monitor compliance, and 
conduct long-term planning and policy work, and 

2. The resources necessary to achieve that goal through a combination of re-prioritizing 
current agency spending and additional appropriations. 

Importantly, this organization should function as a cohesive team that meets the needs for 

technical expertise of all the FTC's bureaus and offices (including the Bureau of Competition). A 

stand-alone organization could, like the Bureau of Economics, better attract and retain talent. 

FTC Quasi-Common Law 

The proper measure of the FTC's effectiveness is not how many suits it successfully settles, but 

how well it builds a quasi-common law of privacy that can guide companies pushing the 

envelope with new data-driven technologies-without stifling innovation that ultimately serves 

consumers. The chief problem today is that we have essentially no privacy case law to look to, 

so companies have only FTC complaints and consent decrees to guide them in predicting the 

course of privacy law. These documents offer very little explanation of how the facts of a 

particular case satisfy the FTC's Policy Statements on unfairness and deception. And these 

summary assertions are never tested in court (at least until the recent Wyndham case), both 

because of the cost of litigation relative to settlement, and because of the cost to a defendant 

company of bad publicity from being perceived as anti-privacy exceed the benefits of taking the 

FTC to court-even when they would likely prevail given the FTC's overreach. While this should 

Peter Swire, Funding the FTC: Globalization and New Information Technologies Necessitate an Appropriations 

Boost, Feb. 26, 2007, http://www.americanprogress.org/issues/2007/02/ftc.html. 



219 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00223 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
15

6

4 Szoko KPm(ln<,os the Record 

reassure us that reputation markets exert far greater pressure to discipline companies on 

privacy than is commonly appreciated" it also means that we lack the key ingredient for 

building a true common law: judicial scrutiny in an adversarial process. 

It is possible that Wyndham's pending challenge may clarify some of these issues.s But unless 

the court significantly curtails the scope of the FTC's authority, which seems unlikely given the 

facts of the case, this case may well be only a brief interruption to the general and long

established pattern of the FTC acting without judicial scrutiny. The forces that keep privacy 

adjudication out of the courts and prevent development of privacy common law by judges are 

not likely to be easily overcome by FTC-or even Congressional-action. So we need to find 

alternative ways to replicate the adversarial process of careful analysis by which courts build 

upon simple rules to address the challenges of a complex world. I suggest the following nine 

possible ways for the FTC to make better use of its existing authority to build a quasi-common 

law: 

1. The Commission (or individual Commissioners) should provide greater analysis of its 
rationale under its Unfairness and Deception Policy Statements for issuing each consent 
decree. 

2. Congress should hold hearings to explore how the model of the Tunney Act could be 
applied to consumer protection settlements, to require judicial approval of the consent 
decrees by which the FTC builds the quasi-common law of privacy, just as the DOl must 
get approval for antitrust settlements.9 This would ensure some degree of oversight of 
the Commission's legal analysis-and give the agency an incentive to explain that 
analysis more. 

3. The FTC should, when it closes an investigation by deciding not to bring a complaint, 
issue a "no action" letter explaining why it decided the practice at issue was lawful 
under Section 5. '0 Such letters, issued by other agencies like the Securities and 
Exchange CommiSSion, provide an invaluable source of guidance to innovators. 
Congress should even consider requiring the FTC to issue such letters. 

4. The FTC should consider how it could use advisory opinions more effectively to provide 
guidance to industry on how the agency might evaluate new privacy practices
especially for companies working on the cutting edge of technology, which are often 

See Daniel Klein, Reputation: Studies in the Voluntary Elicitation of Good Conduct (1997), at 

http://books.google.com/books/about/Rep utati on. html ?id=p3g UN-aD 2 naC. 

See FTC v. Wyndham, Case No. CV 12-136S-PHX PGR (D. Ariz.). 

1S U.S.c. §16 (2012). 

10 See, e.g., Jodie Bernstein, Re: Petition Requesting Investigation of, and Enforcement Action Against 

Spectra Com, Inc., blliJ:/lwww.ftc.gov/os/1997(07(cenme,,flhtm. 
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small and early-stage. The FTC issues such letters on a wide range of topics," yet does 
not appear to have issued advisory opinions regarding the application of Section 5 to 
privacy. 

5. Congress should reassert the vital oversight it exercised in 1980 and 1983 when it 
ordered the agency to issue the Policy Statements on Unfairness and Deception. At a 
minimum, the FTC should be required to explain, in detailed analysis, how it has applied 
those venerable standards in past privacy enforcement cases, and how it plans to do so 
in the future-because it is "easier to learn from history than it is to learn from the 
future.,,12 Such guidelines are routine in other areas, and provided for in the 
Commission's current procedures.13 Indeed, the antitrust guidelines issued by the FTC 
and DOJ form a key element of the American common law of competition. The FTC has 
issued a number of Guides" to explain its approach to consumer protection-but none 
for consumer privacy.'5 The FTC's recently issued Privacy Report is no substitute for 
such a Guide because it describes what companies ought to do on privacy rather than 
how the FTC has decided companies must not act, and why. Indeed, the Report has 
little grounding in the twin Policy Statements that are supposed to be the FTC's 
lodestars. To replicate some of the adversarial nature of actual litigation, the process of 
drafting such guidelines must be the result of a substantive dialogue with affected 
stakeholders, and it must be subject to involved oversight from the full Commission and 
from Congress. 

6. In particular, the FTC must clarify the boundaries of privacy harm under the Unfairness 
Doctrine. The FTC's leadership seems to be trying to have it both ways: playing down 
publicly what the agency can do with its existing legal authority (to support their 
argument for new statutory authority) while, at the same time, making bold claims 
about the scope of harm in their enforcement actions. If the concept of harm is 

11 16 CF,R.§ 1.1 (2012) (NAny person, partnership, or corporation may request advice from the Commission with 

respect to a course of action which the requesting party proposes to pursue. The Commission will consider such 

requests for advice and inform the requesting party of the Commission's views, where practicable, under the 

following circumstance5 ... (1) The matter involves a 5ubstantial or novel question of fact or law and there is no 

clear Commission or court precedent; or (2) The subject matter of the request and consequent publication of 

Commission advice is of significant public interest."); see also Judith A. Moreland, Overview of the Advisory 

Opinion Process at the Federal Trade Commission, available at http:!(www.ftc.gov(bc(speech2.shtm. 

12 Quoted in Virginia Postre!, The Future and Its Enemies: The Growing Conflict Over Creativity, Enterprise, and 

Progress at 48 (Touchstone 1998). 

13 Federal Trade Comm'n, FTC Operating Manual §8, available at 

httfdl~,v~flGg ov /fo i~1 ch 08 i n d u stryg u id a n ce. pdf. 

14 Federal Trade Comm'n, FTC Bureau of Consumer Protection Resources: Guidance DocumE:nts, 

~~.£pJDlenus(resources/guidance.shtm. (last visited June 26, 2012). 

lS Federal Trade Comm'n, Legal Resources I BCP Business Center, http://business.ftc.gov/legal-resources/48/33 

(last visited June 26, 2012). 
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stretched too far, the Unfairness Doctrine will become again, as it was in the 1970s, a 
blank check for the FTC to become a "second national legislature" capable of regulating 
business practices across the economy."6 I explained my concerns about the potential 
for the unfairness doctrine to be abused, but also my belief that the doctrine should be 
used to the greatest extent with the 1980 Policy Statement, in my March testimony 
before this Committee."7 

7. Hold a public workshop on how the FTC could use its existing Magnuson-Moss 
rulemaking powers"8 to apply the Unfairness and Deception Doctrines industry-wide, 
rather than through adjudication. 

8. Congress should hold hearings to explore making the FTC subject to the same cost
benefit analysis that all Executive Branch agencies have long been required to perform 
(but not independent agencies like the FTC and FCC)."9 Ideally, such a requirement 
should apply in some form to all consent decrees, since these are the key means by 
which the FTC regulates, but at a minimum, the requirement should apply to all reports 
issued by the FTC. 

9. Congress should ensure the FTC has the adequate resources to engage in this detailed 
analysis. To dismiss the current legal model as inadequate simply because it has not 
been fully utilized, and to adopt instead a new legislative framework whose true costs 
are unknown, would be truly "penny wise, pound foolish." Given the clear need to 
reduce federal spending across the board, and the decidedly mixed record of antitrust 
law in actually serving consumers, Congress could simply reallocate funding from the 
FTC's Bureau of Competition-or, more dramatically, consolidate antitrust enforcement 
at the DOJ and allocate the cost savings from streamlining to the FTC's Bureau of 
Consumer Protection.'o 

I expand upon some of these suggestions below. 

16 See generally Howard Beales, III, The FTC's Use of Unfairness Authority: Its Rise, Fall, and Resurrection, § III, 

http;ijwww.ftc.gov/speeches/beales!unfair0603,shtm [hereinafter Beales Paper]). 

17 See Szoka Testimony I, supra note 1. 

18 See generally, FTC Operating Manual, Chapter 7, http://wwwJtC.fov/foia/chOlrulemaking.pdf 

19 Executive Order 13563 Improving Regulation and Regulatory Review, avaifable at 

t:illgjL"'Cwwcwhit~,bgj}2Ul.Q~::QIgs.s-=-qffj,gi19J1LQ1JlM!!lPI9'inji:l!'Rldt21LQ~..:il_nd-regulatory-review

executjve~order, 

20 See William E, Kovacic, The Institutions af Antitrust Law: How Structure Shapes Substance, 110 Mich, L Rev. 

1019,1034 (2012) (identifying several problems with federal duality of antitrust jurisdiction). 



222 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00226 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
15

9

Szoka Responses for the Record Page 7 

Codification When Necessary 

As explained by Nobel Prize winner, F.A. Hayek, in Law, Legislation, and Liberty (1973), the 

common law is the best system for coordinating the behavior of persons in light of dispersed 

knowledge. Legislation is best used to correct established problems resulting from the 

common law.21 The FTC should first allow a quasi-common law of privacy to emerge before 

pushing for legislation to correct a problem which may not exist. While many would insist that 

the FTC model has failed, necessitating legislation, I do not think we can say the FTC model has 

really been tried until the FTC is required-either by Congress, by the courts, or perhaps by a 

Chairman with a very different approach-to explain its analysis thoroughly and consistently. 

Codification of common law can be useful to promote certainty in the law, but first the 

common law must be allowed to develop. 

Rather than dismissing its existing Magnuson-Moss rulemaking authority'2 as "medieval" in 

order to justify Chairman Leibowitz's push for streamlined rulemaking authority," the agency 

should make use of the powers it already has to help create this quasi-common law using its 

Section 5 authority to prosecute "Unfairness" and "Deception", as outlined above. 

If the FTC uses this power to the fullest, it will reveal those areas where codification is 

appropriate-either by Congress or by the FTC itself. The latter means actually using 

Magnuson-Moss to issue rules when appropriate. The relevant section of the FTC Operating 

Manual merits inclusion here: 

WHEN IS PROMULGATION OF AN INDUSTRY-WIDE RULE APPROPRIATE? 

When staff becomes aware of allegedly unfair or deceptive acts or practices that 
appear widespread, it should consider whether rulemaking, as contrasted with 
adjudication, is appropriate. Some of the relevant factors to be considered include: 

21 Hayek argued that in certain cases the developed common law "may prove too slow to bring about the 

desirable rapid adaptation of the law to wholly new circumstances," and may lead into intellectual dead ends 

that are "seen to have undesirable consequences or to be downright wrong" -and in such cases it may be 

improved upon by legislation. See 1 FRIEDRICH A. HAYEK, LAW, LEGISLATION AND LIBERTY 88 (1973). 

22 See generally, FTC Operating Manual, Chapter 7, ~.lY.w.ftc.gov(foia(chO]rulema~ 

23 Beth DeSimone, FTC Chairman Calls for Expanded Consumer Protection Powers over the Financial Services 

Industry, Consumer Advertising Law Blog, February 10, 2010, 

.h tto:/ Iwww<consumera.dvertising!awblog.com/2 0 10f02/ftc -ch ai rm a n~ca 115-fa r -expan d ed -co nsu m erprotectio n: 

~rs-over~the-financia!-services~industry,html. 
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(1) Prevalence of the acts or practices under investigation. When a practice exists 
on a widespread basis, rule making has advantages over case-by-case adjudication ... 
The precise degree of prevalence appropriate for undertaking a [rule making] will 
vary according to such factors as seriousness of consumer injury, vulnerability of the 
affected consumer group, amount of money involved in the given transaction, and 
severity of the contemplated rule's impact both on the affected industry, in general 
and especially on those industry members who did not engage in the underlying 
unfair or deceptive practices. 

(2) Cost of industry-wide investigation and rulemaking proceedings. 

(3) Feasibility of enforcement of the [industry-wide rule] by the Commission 

Perhaps most important for the FTC to consider is the degree of "prevalence" required relative 

to the other factors provided. 

Some in industry will doubtless object to any use of Magnuson-Moss, for fear that the FTC will 

repeat the overreach of the 1970s (when the agency ran wild with its unfairness jurisdiction). 24 

Some consumer advocates may object that these procedures work too slowly, and, like some 

inside the Commission itself, worry that a revival of Magnuson-Moss could undermine efforts to 

pass new legislation, either comprehensive consumer privacy legislation or expansions of the 

FTC's powers. But neither should fear the FTC's use of Magnuson-Moss: So long as its essential 

procedural safeguards are kept in place, it is a difficult statute for the FTC to abuse. On the 

other hand, privacy advocates might have been able to achieve some of their legitimate 

demands for greater consumer protection already if they had started that process several years 

ago, instead of simply pushing for legislation in every new Congress. 

If, for example, it can be shown that industry self-regulation permits practices that should be 

prohibited under the Unfairness Doctrine, the Commission should begin a Magnuson-Moss 

proceeding to ban them. Even the threat of doing so would likely be enough to cause self

regulatory bodies to update their codes of conduct. Thus, as always, self-regulation could work 

more expeditiously than government regulation-but the threat of regulation could spur self

regulation on. 

Agency Threats 

If the Commission could actually stake out a strong case, this would be a legitimate use of an 

"agency threat" because the pressure brought to bear would be (a) the use of process 

24 See generally Howard Beales, III, The FTC's Use of Unfairness Authority: Its Rise, Fall, and Resurrection, § III, 

http://www.lte.gov/speeches/beales/uofai r0603,shtm [hereinafter Beales Paper]), 
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established by law (Magnuson-Moss rulemaking) (b) justified under well-established legal 

doctrine. If the Commission's case was not strong enough to survive a legal challenge, the 

threat would probably not be credible enough to force changes to self-regulation. 

But this is a far narrower conception of agency threats than that recently offered by law 

professor Tim Wu, who famously coined the term "net neutrality" and more recently served as 

a special advisor at the FTC. 2S As a descriptive matter, Wu is quite right that agencies do use 

such threats; but whether they should is a question that would make a fine subject for a 

hearing. 

9 

This Commission has made ample use of its soft power to influence Internet governance. In 

particular, the Commission has played a significant role in shaping the proceedings of the 

Worldwide Web Consortium's Tracking Protection Group. In September, nine Members of 

Congress sent a letter to FTC Chairman Jon Leibowitz asking seven questions about the FTC's 

role in the TPWG. 26 Leibowitz quickly responded with a letter answering several of the 

questions and promising to follow up with answers to the most difficult questions-about the 

FTC's communications and meetings with industry players or the W3C about DNT outside of 

W3C meetings. 27 The FTC has not yet followed up, nearly a month later, leaving unresolved the 

critical question of what role the FTC played in Microsoft's surprising decision to violate the 

consensus underpinning the W3C Do Not Track Process by turning on DNT:1 by default in its 

Internet Explorer 10 browser. In short, Congress has attempted to exert oversight over the 

agency's extra-legal activities, but apparently without success. This is a disturbing precedent 

because the FTC seems to be helping certain incumbents gain competitive advantage through a 

self-regulatory process. 

Smart Disclosure 

The clearer privacy promises are, the more easily the FTC will be able to enforce them. One 

important way to achieve this goal would be for the FTC to promote the use of "smart 

disclosure" -the term used by Cass Sunstein, director of the Office of Information and 

Regulatory Affairs, a close advisor to President Obama, and a widely respected thinker in law, 

25 See Tim Wu, Agency Threats, 60 Duke L. Rev. 1841 (2011), available at 

bl.trdl~,b.Q I "rshl p. law. d uk e. cd !!Lwvl eweo n te nt. eel? a rtl el eo 1506& co ntextod! i 

26 Letter of Rep. Tom Graves, Rep. Miek Mulvaney, Rep. Reid Ribble. Rep. Marsha Blackburn, Rep. Tim Walberg, 

Rep. Tim Huelskamp, Rep. Jeff Duncan, Rep. Dennis Ross, Rep. Dan Burton to Jon Leibowitz, Sept. 21. 2012, 

available at !illMwww.adotas.com/2012/09/members-of-eon~s-question·whet_her-fte-is-attempting-a-dnt

eD9-0(Ql!XlQ/ 

27 Letter of Jon Leibowitz to Rep. Marsha Blackburn, Sept. 27, 2012, copy on file with author. 
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policy and technology. Smart disclosure can empower consumers by letting software do the 

work of reading privacy policies for them-and then implement their privacy preferences. 

Sunstein offers the following definition: 

the timely release of complex information and data in standardized, machine 
readable formats in ways that enable consumers to make informed decisions. Smart 
disclosure will typically take the form of providing individual consumers of goods 
and services with direct access to relevant information and data sets. Such 
information might involve, for example, the range of costs associated with various 
products and services, including costs that might not otherwise be transparent .... In 
many cases, smart disclosure enables third parties to analyze, repackage, and reuse 
information to build tools that help individual consumers to make more informed 
choices in the marketplace.2s 

While the creation of smart disclosure would probably be best done by self-regulation in 

light of the complexity of drafting disclosure formats, one area the FTC could be useful is 

in defining the structured data format for general disclosures or by mandating 

disclosure of privacy practices. 

For example, users could subscribe to the privacy recommendations of, say, Consumer Reports, 

or any privacy advocacy group, which in turn could set their phone to warn them if they install 

an app that does not meet the privacy practices those trusted third parties deem adequate. Or, 

more simply, such a system could work for communicating whether a site, service or app 

accedes to a particular self-regulatory code of conduct-and phone privacy controls could be 

set by default to provide special notices when users attempt to install apps that do not certify 

compliance with self-regulatory codes of conduct. As the FTC Privacy Report notes, smart 

disclosure could also "give consumers the ability to compare privacy practices among different 

companies.',29 An app store might illustrate how such comparisons could work, allowing users 

trying to choose between several competing apps to compare their privacy practices side by 

side. 

While it would be preferable for smart disclosure to arise through self-regulation, especially 

given the complexity of crafting disclosure formats, mandating disclosure of privacy practices 

28 Cass R. Sunstein, Memorandum for the Heads of Executive Departments and Agencies 2 (Sept. 8, 2011), 

available at !l\!P:LLwww.whitehouse.gQl'l2i~ef"l!.!W]'2i.Qmb(inf=ilfor-agencl§Linlorming-consumers
through -sm a rt -d i sclas u re. p dl. 

29 Federal Trade Commission, Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for 

Businesses and Policymakers 62 ("FTC Report"), http:((www.ftc.gov(os(2012(03(120326privacyreport.pdf. 
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would generally be a better way for government to address demonstrated market failures than 

by dictating what constitutes fair information practices. Thus, this might be an appropriate 

area for Congress to explore legislation if industry should fail to produce, and adopt, 

appropriate smart disclosure formats on their own. 

2. You testified that the privacy debate has been biased by overstating the risks of harm 
and understating the benefits. How would you go about evaluating those factors? Is it 

possible to evaluate the benefits of future technologies? 

This is, indeed, the key question on which tech policy analysts should focus. Among the 

benefits of data which have not been adequately considered in this debate arE the following: 

1. Enhanced advertising revenues for publishers of content and services that might 
otherwise have difficulty funding their offerings by charging for data, especially in 
markets where marginal costs are lower or zero (and basic economic theory would 
suggest that competition will inevitably drive prices towards zero). 

2. More effective advertising, which in turn means: 

a. More relevant, and potentially less annoying/interruptive advertising for 

consumers; 

b. Better correlation between the production of content and services, and 

consumer preferences; 

c. Lower prices for consumers and greater innovation throughout the economy; 

d. More effective non-commercial messaging, including political speech accorded 

the highest protection by the First Amendment; and 

e. More vibrant media and improved political discourse and communities 

3. Serendipitous innovation based on the discovery of unexpected uses of data. 

But it is impossible to categorize all the benefits of technology, because they are largely unseen. 

The danger is that policymakers will focus on the seen risks of harm while understating unseen 

benefits, including future innovation. Frederic Bastiat (1801-1850), the great French 

popularizer of economics, put it best when he wrote, in 1848: 

In the economic sphere an act, a habit, an institution, a law produces not only 
one effect, but a series of effects. Of these effects, the first alone is immediate; it 
appears simultaneously with its cause; it is seen. The other effects emerge only 
subsequently; they are not seen; we are fortunate if we foresee them. There is 
only one difference between a bad economist and a good one: the bad 
economist confines himself to the visible effect; the good economist takes into 
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account both the effect that can be seen and those effects that must be 
foreseen. 30 

Developing the capacity to understand and effectively regulate technology is as much about 

ensuring that regulators understand how innovative technology confers benefits on consumers 

as it is about ensuring that regulators understand how new technology doesn't impose 

imaginary costs. As technological advance brings about ever more effective means of collecting 

and analyzing information, there is a tendency to view this through the lens of harm-to see 

such advances as ever more intrusive and potentially harmful. Forty years ago, the great 

economist Ronald Coase warned us: 

If an economist finds something-a business practice of one sort or another
that he does not understand, he looks for a monopoly explanation. And as in this 
field we are very ignorant, the number of understandable practices tends to be 
very large, and the reliance on a monopoly explanation, frequent. 31 

The same risk arises here-that, finding a technology that they don't understand, regulators 

will look for a nefarious (or "unfair") explanation, overestimating harms to users (the more 

easily seen) and understating benefits (the more likely unseen). Ensuring that regulators have 

the capacity to keep up with technological change is thus essential to faCilitating both effective 

and appropriately restrained enforcement. This is what separates good policymakers from bad 

policymakers. 

Of course it is impossible to fully anticipate the benefits of new technologies-because it is 

impossible to conceive of what new technologies might be developed, and how they might 

change the basic paradigms shaping the role of technology in our lives. The most important 

thing is for policymakers to adopt a posture of humility about technology. TechFreedom 

recently joined a number of other civil society groups from around the world in a Declaration of 

Internet Freedom, which began with the following two core principles: 

Humility. First, do no harm. No one can anticipate what the future holds and what 

tradeoffs will accompany it. Don't meddle in what you don't understand - and what 

you can all too easily break, without even seeing what's been lost. Often, government's 

30 Frederic Bastla!, What is Seen and What is Nat Seen (1848), 

h ltD :/Iwww.econllb.ocg/libcary/Sastii!!LtEi?E5s1.htrnl 

31 Ronald Coase, Industrial Organization: A Proposal for Research, in 3 POLICY ISSUES AND RESEARCH 

OPPORTUNITIES IN INDUSTRIAL ORGANIZATION 59, 67 (Victor Fuchs ed. 1972). 
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best response is to do nothing. Competition, disruptive technological change, and 

criticism from civil society tend to resolve problems better, and faster, than government 

can. 

Rule of Law. When you must intervene, start small. Regulation and legislation are broad, 

inflexible, and prone to capture by incumbent firms and entrenched interests. The best 

kind of "law" evolves one case at a time, based on simple, economic principles of 

consumer welfare - alongside the codes of conduct and practices developed by 

companies under pressure from competitors and criticism. Worst of all, when regulators 

act without legal authority, or regulate by intimidation, they undermine the rule of law, 

no matter how noble their intentions. 

Commissioner Ohlhausen expressed admirable humility in her first testimony after being 

confirmed to the Commission: 

Clearly, the technology sector is developing at lightning speed and we now face 
issues unheard of even a few years ago. I wish to proceed cautiously in exploring 
the need for any additional general privacy legislation, however. I have concerns 
about the ability of legislative or regulatory efforts to keep up with the 
innovations and advances of the Internet without also imposing unintended 
chilling effects on many of the enormous benefits consumers have gained from 
these advances or without unduly curtailing the development and success of the 
Internet economy.32 

The best way for regulators to protect consumers in a constantly evolving world, without 

chilling technological change, is to follow the common law method of case-by-case adjudication 

based on the very doctrines the FTC already has in place: deception and unfairness. But this is 

why, as explained above, it is so critical that the FTC do more to explain its conception of 

"substantial injury" as well as "countervailing benefit" -and how to balance the two. This is no 

easy task and it is not something that can be written down once and for all. But over time and 

with the proper scrutiny (ideally from the courts), the FTC could develop a framework to do just 

this. 

32 The Need for Privacy Protections: Perspectives from the Administration and the Federal Trade Commission: 

Hearing Before the S. Comm. on Commerce, Science, and Transportation, 112th Congo (201L) (statement of 

Maureen K. Ohlhausen, Commissioner, Federal Trade Commission), at 4, available at 

blt!l.:LLs:.9!1JD.1 e rce"sgn.Sl~ov (pu bl i en a = F i I e 55" rve& FlJgj d=O b 5 4 f~4 7 -le 21-4 b ee-8e! 3 f -215 8146 5 cl fl. 
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3. There are some types of harm we protect against before it happens. For instance, we 

lock our car doors but what are the odds of a carjacking? We lock the doors to our homes at 

night, but how many of us have had our homes invaded? Why should the Federal 

government not establish baseline rules to guard against the harm of someone accessing 

damaging or potentially embarrassing information about private citizens as gleaned from 

search history, online shopping habits, or e-book purchase or video viewing history? 

Congress has already addressed certain categories of harm through targeted legislation, such as 

the Fair Credit Reporting Act and the Video Privacy Protection Act. Even if the basic rationale 

behind both laws was sound, neither has aged particularly well.33 

The VPPA, in particular, offers an object lesson in the dangers of legislating specific 

prescriptions in advance of a technology's development rather than allowing regulators to 

intervene on a case-by-case basis according to basic principles like unfairness and deception. 

Passed as a prophylactic response to an incident involving the failed Supreme Court nominee 

Robert Bork/4 the VPPA has prevented Netflix from empowering U.S. users to share with their 

friends what movies they're watching, just as users of Spotify and other services can do with 

music and other content they're enjoying. Yes, this particular problem appears likely to be 

remedied soon, with the passage of Sen. Leahy's Video Privacy Protection Amendments Act.3s 

But how many other problems go unnoticed, or unaddressed because companies less 

influential than Netflix cannot make an issue like this even rise above the noise level in 

Washington? How many startups are never founded because outdated legal requirements like 

this prevent them from receiving funding? These are all unseen costs of laws that attempt to 

prevent against speculative future harms. 

Congress has already "establish[edJ baseline rules to guard against" real harms-that is the 

essence of Section 5. But to date, the FTC has done a poor job of conceptualizing harm, as 

discussed above. The Commission could do much more to explain what it means by harm, and 

thus protect against harms before they happen without falling into the trap of trying to 

specifically prescribe speculative harms. 

33 See Jim Harper, Reputation Under Regulation: The Fair Credit Reporting Act at 40 and Lessons for the Internet 

Privacy Debate, Cato Policy Analysis No. 690 (Dec. 8, 2011), available at 

http:(/www.cato.org/pubs/pas/PA690.pdf. 

34 Video Privacy Protection Act: Intraduction, Electronic Privacy Information Center, http://epic.org/privacy/vppa/ 

(the VPPA "was passed in reaction to the disclosure of Supreme Court nominee Robert Bark's video rental 

records in a newspaper,"). 

3S 5.3414, 112th Congo (2012), available at b!!;Qs://ww-",,-,ffIt.oo:gf.fil.f21llilliL.1~·ECPA·Amendrnent·S3414.pdf. 
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But again, legislation should be a last resort after it can be shown that a quasi-common law of 

privacy is insufficient to deal with the problem. First, the FTC should focus on defining harm 

clearly in order to establish baseline rules to protect privacy. The FTC should help to clarify this 

uncertainty by convening a public workshop on its unfairness authority, with a special emphasis 

on defining the boundaries of cognizable harm. Ideally, such a workshop would produce 

guidelines building on the 1980 Unfairness Policy Statement adequate to help companies 

predict how to build new and innovative services without running afoul of the unfairness 

authority. In essence, the workshop should address the questions raised by Commissioner 

Ohlhausen in her first testimony after being appointed to the Commission: 

"What harms are occurring now that Section 5 cannot reach and how should 
harm be measured? As my colleague Commissioner Rosch noted in his dissent to 
the Privacy Report, the Commission has specifically advised Congress that absent 
deception, it will not enforce Section 5 against alleged intangible harm, (FTC 
letter to Ford and Danforth, 1984), and the FTC's own unfairness statement 
suggests that the focus should be on monetary as well as health and safety 
harms, rather than on more subjective types of harm. Although the 
Commission's Privacy Report did not reject the fundamental insights of the 
harm-based approach, it appears to embrace an expansion of the definition of 
harm to include 'reputational harm: or 'the fear of being monitored: or 'other 
intangible privacy interests' (see Report at iii, 20, 31), and, as an initial matter, I 
have reservations about such an expansion.'036 

The basic analytical framework of the Unfairness Doctrine itself should guide Congress in 

determining how to supplement the Unfairness Doctrine with legislation targeted at harms that 

cannot properly be addressed through the Unfairness Doctrine directly-i.e., without stretching 

the definition of "substantial injury." In other words, just because a harm does not neatly fit 

within the unfairness doctrine (say, employer access to employees' social media passwords), 

does not mean it may not be a valid target for legislation; but even in such cases, lawmakers 

should still weigh that harm against countervailing benefits and intervene only where 

consumers themselves cannot reasonably avoid the harm, such as through increased 

transparency and more effective privacy controls. 

4. The FTC applauds industry efforts to develop a Do-Not-Track mechanism, however, the 

Chairman recognized that the industry-developed mechanism is merely an opt-out of 

36 Ohlhausen, supra note 30, at 3. 
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behavioral targeted ads and suggests that such mechanisms should enable consumers to opt 
out of information collection as well. Most consumers who are bothered by behavioral 

targeted ads are not troubled by the ad itself but rather by how the ad network knew that 

particular ad would interest the consumer. If we accept that as true, how is the industry

developed Do-Not-Track mechanism responsive to consumers' privacy concerns when it only 

stops the delivery of ads but not the collection of the underlying interest information? 

It is true that "Do Not Track" is something of a misnomer: the technical specification under 

development by the Worldwide Web Consortium (W3C) is actually a use-specification 

mechanism. A true "Do Not Track" mechanism would essentially be an ad-blocker, since 

blocking all tracking makes even the simplest forms of online advertising impossible, because 

even "contextual" advertising requires tracking of views. Thus, a tool that blocked tracking 

elements but not the display of ads themselves would still break online advertising. In fact, 

such mechanisms are already readily available to consumers, most notably the browser plug-in 

AdBlock Plus, which has nearly fifteen million users on Firefox,37 and over five and a half million 

users on Chrome.'8 These users are essentially free-riding on users who don't block ads. 

Adblocking is, simply put, a form of piracy. As Ken Fisher, the founder & Editor-in-Chief of Ars 

Technica, eloquently put it: 

Imagine running a restaurant where 40% of the people who came and ate didn't 
pay. In a way, that's what ad blocking is doing to us. Just like a restaurant, we 
have to pay to staff, we have to pay for resources, and we have to pay when 
people consume those resources. The difference, of course, is that our visitors 
don't pay us directly but indirectly by viewing advertising.39 

There is simply no reason government should promote the use of such adblocking tools. 

Fortunately, such mechanisms are still used by only a relatively small percentage of the overall 

population-below the acceptable loss threshold for most publishers (the point at which it 

becomes cost-effective for publisher to try to make explicit today's implicit quid-pro-quo). It is 

far from clear what will happen above that threshold, whether an architecture of explicit 

negotiation between sites and users (such as contemplated by the "user-granted exception" 

features of the Do Not Track spec currently being drafted) will produce the same quantity and 

37 Ad Block Plus Add-on for Mazilla Firefax, ~ilddons.mo11I1a.arg/en-US/flr~fox/addan/adblack-plus/. 

38 Adblack Plus (Beta), https:!!chrome.google.cam/webstore/detali/adblock-plus-

beta! cfhd a i bki h n kl b P kd ai bdccd d Iii fdd b. 

39 Ken Fisher, Why Ad Blocking is devastating to the sites you love, arstechnica (Mar. 6, 2010), 

Qllp~l!il.u;~c h n i ,a. co m/b us I ness/2 0 1 0103/®.\'::.3 d -b I a eking ·Is-d evasta ti ng -to-th e-slt os-yo u -love I. 
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distribution of revenue. In other words, far from simply facilitating users' preferences, such a 

system may produce outcomes that users would not have chosen on their own-primarily 

because the increased transactions costs involved may swamp the relatively small value created 

by each interaction between site and user. Thus, forcing such a change may fundamentally 

change the nature of the Internet ecosystem. 40 

The essential disconnect here between "consumers' privacy concerns" and technical reality is 

that the information collected is the same in both cases; it is simply a question of the use to 

which it is put. The question, then, is what sorts of uses (including data retention and sharing) 

consumers are opting out of when they send a DNT:l header saying "Don't track me." 

What the Digital Advertising Alliance committed to do in February was to honor signals sent by 

a DNT:l header as an opt-out from the use of information about a user's browsing behavior to 

display behavioral advertising.4
! The W3C's Tracking Protection Working Group (in which I 

participate as an invited expert) is currently working on developing a technical specification as 

to exactly what DNT:l will mean. While the TPWG has to define the term "tracking," it is clear 

that it will be essentially consistent with the DAA's definition: "Online Behavioral Advertising 

does not include the activities of First Parties, Ad Delivery or Ad Reporting, or contextual 

advertising (i.e. advertising based on the content of the Web page being visited, a consumer's 

current visit to a Web page, or a search query).,,42 

It is worth noting that the DAA has two self-regulatory codes of conduct: the other, Self

Regulatory Principles for Multi-Site Data, issued in November 2011, protects all consumers, 

whether or not they exercise an opt-out, by specifically restricting the use of data collected 

across websites for eligibility for employment, credit, health care, or insurance, and requires 

consent for children's information (consistent with COPPA) as well as health and financial data. 

40 See Appendix below; Berin Szoka, The Paradox of Privacy Empowerment: The Unintended Consequences of "Do
Nat- Track" (Position paper for W3C Workshop: Do Not Track and Beyond, Berkeley, California, November 26-

27,2012). 

41 Press Release, Digital Advertising AlHance, White House, DOC and FTC Commend DAA's Self-Regulatory to 

Protect Consumer Online Privacy: DAA Announces Plans to Expand Program Consumer Choice Mechanisms 

(Feb. 23,2012), available at 

bJjjLLL_,!<:~.J!Q.Q'dI:.illJs.info/resource/downioad/DAA%20White%20House%20Event.pdf. 

42 Interactive Advertising Bureau, et. ai, SELF-REGULATORY PRINCIPLES FOR ONLINE BEHAVIORALADVfRTlSING 11 

(July 2009), available at http://www.iab.net/media/file/ven·principles-07-01-09.pdf. 
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The Honorable Cliff Stearns 

1. Mr. Szoka, you testified that companies should be encouraged to educate consumers 

through more accessible forms of notice that explain privacy policies and practices. How can 

we as Congress encourage companies to do this? 

As explained above, smart disclosure could bypass much of the current debate about the failure 

of effective notice to empower consumers by making "notice" technologically actionable: Users 

could subscribe to the privacy recommendations of, say, Consumer Reports, or any privacy 

advocacy group, '3 which in turn could set their phone to warn them if they install an app that 

does not meet the privacy practices those trusted third parties deem adequate. Or, more 

simply, such a system could work for communicating whether a site, service or app accedes to a 

particular self-regulatory code of conduct-and phone privacy controls could be set by default 

to provide special notices when users attempt to install apps that do not certify compliance 

with self-regulatory codes of conduct. 

Congress should commission the FTC to issue a report on the feasibility of using structured data 

formats to facilitate actionable privacy disclosures. Such a report should be subject to public 

input through a workshop, and to review in draft form prior to being finalized. Ideally, the 

report would be developed by an Chief Technology Officer such as proposed above, with a 

technical expert in smart disclosure hired to lead work on this report. The report should assess 

lessons learned from the experience with P3P and the ongoing W3C Tracking Protection 

Working Group. 

Of course, if Congress really wants to help to educate consumers, it can also support campaigns 

aimed at building consumer awareness. The FTC has conducted such campaigns in the past, 

such as its "Net Cetera: Chatting with Kids about Being Online" toolkit." Congress could either 

appropriate money for further such campaigns or, more preferably, support a competitive 

grant-making program for civil society groups to run their own educational campaigns. 

2. At the hearing we heard that allowing all consumers to access whatever data 

companies have about them presents significant technical challenges and could actually 

increase risk to consumers. But what about a narrower bill that would allow consumers to 

43 5ee, e.g., Terms of Service - Didn't Read, http://www.indiegogo.com/terms-of-service-didnHead (offering 

evaluations of online terms of service from a privacy perspective). 

44 Net Cetera Toolkit, OnGuardOnline, http://www.onvuardonlinc.gov/fe()tures/featurc-0004-featured-net

ITl~'L'lJQQ1~i t· 
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ask companies for categories of information that companies have on them. Wouldn't this 

alleviate the risk of harm to the consumer and burden on the company while at the same time 

help educate consumers on data collection? 

The flipside of user access is privacy breach-and all that separates the two is effective 

authentication that the person attempting to access a record is the right person. Congress (and 

the FTC) should avoid creating new privacy problems in the name of privacy by mandating 

access or correction rights (two of the Fair Information Practice Principles) in situations where 

the user is not already authenticated, because doing so would, ironically, require more 

collection of personal information, and create new privacy problems. 

Reducing the granularity of information subject to an access right certainly does reduce the 

potential privacy problem but it does not eliminate it. For example, Microsoft's Personal Data 

Dashboard (https://choice.live.com/data/) and Google's Ad Preferences Manager 

(www.google.com!ads!preferences/) both show users the interests associated with their profile 

(e.g., pets, travel, technology), but still require users to log-in to see even this relatively 

innocuous information. 

As noted by the question, allowing consumers access to whatever data companies have on 

them could actually increase risk to consumers. If companies had to keep such individualized 

files tied to authenticated accounts, this could create a honeypot for potential identity thieves. 

Requiring a log-in, as Microsoft and Google do, would reduce the problem, but if identity 

thieves could gain access, they would have considerably more information available to them in 

one convenient location. Such honeypots could also attract the interests of law enforcement, 

which would probably be able to access them without a warrant because courts have ruled 

(wrongly) that the Fourth Amendment does not apply to Uthird party records,u4s and the 

Electronic Communications Privacy Act has failed to keep pace as a substitute for Fourth 

Amendment protection. 

So before crafting any kind of disclosure mandate, Congress would have to decide: 

1. What kind of information merits a disclosure mandate. Any legislation should be 

very specific about the justification for mandating disclosure. 

2. Whether the costs of disclosure outweigh the benefits. 

45 Jim Harper, Reforming Fourth Amendment Privacy Doctrine, 57 Am. U. L. Rev. 1381 (2008), available at 

bll2.J I d igi ta !com man s. wei. a m e rica n. ed u/ cgi/vl ewcon te n t. cgi? a rti cI e= 1 045 & co n text::: a u I r , 
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There certainly are circumstances when access-and even correction-rights are warranted, 

such as for credit records. A compelling case can be made for mandating such access by law, 

where the potential harms of inaccurate information are clear-e.g., eligibility for credit, the 

basis for the Fair Credit Reporting Act's access and correction mandate. But even then, 

Congress should be careful not to mandate these rights in such a way that would lead to 

ossification. As noted by Jim Harper, in his discussion of FCRA: 

Though the information and technology environments have changed 
dramatically over the last four decades, the credit reporting and reputation 
marketplace has seen little change or innovation. A potential related market for 
identity services is also stagnant thanks in part to government policies. 46 

It is difficult to equate the situation of online advertising with credit records, though

especially when the online advertising industry has barred data collected for advertising 

purposes from being used for employment, credit, health care treatment, or insurance 

eligibility decisions.47 Inaccurate advertising and marketing data would at worst result in less 

relevant advertising. As a result, the costs associated with building the necessary infrastructure 

to permit access and correction rights for advertising and marketing data might significantly 

outweigh the benefits. 

The legislation posited by the question seems to refer to the FTC Report's proposal regarding 

"data brokers": 

the data broker industry explore the idea of creating a centralized website where 
data brokers that compile and sell data for marketing could identify themselves 
to consumers and describe how they collect consumer data and disclose the 
types of companies to which they sell the information. Additionally, data 
brokers could use the website to explain the access rights and other choices they 
offer consumers, and could offer links to their own sites where consumers could 
exercise such options. This website will improve transparency and give 
consumers control over the data practices of companies that maintain and share 
data about them for marketing purposes.48 

46 Harper, supra note 31, at 1. 

47 Digital Advertising Alliance, SELF-REGULATORY PRINCIPLES FOR MULTI-SITE DATA (Nov. 2011), 

blli2J Iwww.aboutads.inlolresourceldownl 0 a diM u Iti-5 ite- 0 a ta-Pri n ci pies. p dl. 

48 Federal Trade Commission, Protecting Consumer Privacy in on Ero of Rapid Change: Recommendotionsfor 

Businesses and Policymokers ("FTC Report"), http://www.ftc.gov/os!2012!03!120326privacyreport.pdl.at 69. 
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This concept merits exploration as a way of remedying the lack of transparency regarding 

companies that currently lack a direct way of offering transparency to those whose data they 

collect-provided the term "data broker" is defined appropriately. This could be an excellent 

test case for encouraging smart disclosure through self-regulation-but only if it can be 

implemented in a way that actually improves transparency for consumers and proves feasible 

for companies. 

The term "data broker" was defined quite expansively in the FTC Privacy Report. As Linda 

Wooley, the executive VP of the Digital Marketing Association's Washington operations, rightly 

asked, "Data is changing the world, but I'm not sure the FTC can define what a 'data broker' is. 

Is a data broker Acxiom, Google or Macy's? All companies are sharing data in 2012. First 

parties are now doing collecting and having third parties crunch the data for them. Where do 

you draw the line?,,49 Drawing the line in the wrong place could lead to fundamental changes 

in the market for information-to the detriment of consumers. 

It would be a mistake to focus on having a single website as an interface for transparency to 

consumers. Such a site could be built and advertised as a one-stop shop for consumers to learn 

more about what kinds of information data brokers collect. But it should be only one of many 

potential interfaces that can display, in a user-friendly way, information provided by data 

brokers in structured formats. In technical terms, such a site would merely be an aggregator of 

feeds of raw data provided by each data broker about their practices. For example, if data 

brokers provided descriptions of their data collection practices in standardized form at a 

standardized uri, e.g., databroker.com/DCP.xml (for "data collection practices" -a parallel to 

the convention of website.com/RSS.xml), ony privacy site or tool could pull those feeds 

automatically and present the information to users in helpful ways. This would be smart 

disclosure at its best. 

3. Are you/amiliar with my bi/l, H.R. 1528, the Cansumer Privacy Pratectian Act a/2011? 

This bill calls for clear, easy to understand privacy policy statements and provides for the FTC 

to approve a five-year self-regulatory program. Would you support this bill advancing 

through the Subcommittee? 

49 Christopher Hosford, 'Data Brokers' new target of FTC privacy recommendations, BtoB (Apr. 2, 2012), 

ill!llJ/www _ btobon i i n e _ com I a p psi pb cs _ d III a rli cI e? AI D= 12 0 1204021 DI R E (TO 1 0 1/303 29999 31 d a to -b ro kers -n ew-

19.r.gg~-of-ftc-pri"Y:f!f~oml11endations&tempjate::::printart. 
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This bill does perhaps a better job than any of the other privacy bills introduced in this Congress 

at balancing the competing values at play. In particular, the bill wisely deems an IP address to 

be Personally Identifiable Information (Pill only when combined with one of the other true 

identifiers listed in the bill, such as name or email address. That said, I do have several 

concerns about the bill's likely effects-on both sides of the balancing act. 

First, the bill it would convert the U.S. self-regulatory approach into something quite different: 

the European model of co-regulation. If the FTC must ultimately approve a self-regulatory 

standard, it will likely play the dominant role in drafting the standard. This will replace the 

"competitive discipline" of market and reputational pressures with agency threats as the 

driving factors behind setting codes of conduct. Like all such regulation, the bill risks creating 

regulatory ceilings above which companies have no incentive to compete with stronger privacy 

protections. 

Indeed, the Digital Advertising Alliance has already implemented many of the practices the bill 

would require. So why is such intrusion warranted? Is the DAA not less likely to continue 

improving its self-regulatory system once it has been officially sanctioned by the FTC? 

Whatever the intentions of such an approval requirement, the lesson of regulated industries is 

clear: the more power an agency has to set approved standards of conducting business, the 

more prone it is to capture by entrenched interests to insulate themselves from further 

obligations as well as competition. 

Second, the bill appears to take away the ability of consumers to enforce contractual privacy 

rights directly. Section 10 prescribes the terms of a dispute resolution process for entities in a 

self-regulatory program and Sections 11 and 12 exclude private rights of action with respect to 

alleged violations and preempt state laws. This puts a few members of the FTC bureaucracy in 

charge of privacy protection rather than the interactions of millions in the marketplace, subject 

to the evolving common law. As Jim Harper argued about FCRA: 

When the Fair Credit Reporting Act preempted state common law remedies 
against credit bureaus, it foreclosed an option that may have resulted in better 
protection for consumers and better results for the economy and society. 
Because Congress imposed a national credit reporting rule, we cannot know how 
this industry might have developed had it been left free to experiment, subject 
to simple rules against harming consumers.so 

so Harper, supra note 31, at 2. 
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Third, one aspect of the bill may require clarification: Section 10 provides that "A violation of 

any provision of this Act by a covered entity is an unfair or deceptive act or practice unlawful 

under section S(aHl) of the Federal Trade Commission Act (15 U.S.c. 4S(aHl)), except that the 

amount of any civil penalty under such Act shall be doubled for a violation of this Act." Of 

course, Section S(aHl) does not provide for any monetary penalties (for acts or practices the 

FTC finds unfair or deceptive); only when a company has been placed under a consent order for 

such practices and violated that order may, under S(aHI), the Commission impose a monetary 

penalty (not more than $10,000 for each violation). Is H.R. 1528 intended to impose monetary 

penalties for (willful) violations of self-regulatory programs (i.e., double the penalty imposed by 

Section S(aHI) for violations of consent decrees)? If so, the language, or simply the cross 

reference to the FTC Act, should be clarified. 

This is important because the threat of monetary penalties intersects with with the 

presumption of compliance created under the bill: the greater the risk of monetary penalties, 

the more a presumption of compliance makes sense; but too great a presumption of 

compliance is itself a problem, which may suggest reducing the presumption, and accordingly 

reducing the threat of monetary penalties. 

Covered entities in self-regulation programs enjoy a strong presumption of compliance under 

the proposed bill (§ 9(a)(1)). This presumption may only be overcome by "clear and convincing 

evidence" of wilful non-compliance (§ 9(d)(4)). I agree that some presumption makes sense 

and have criticized the FTC for holding Google strictly liable (the opposite of a presumption of 

compliance) for statements it made about its privacy practices that became untrue only after 

Apple changed how Safari handled cookies.s1 But should a presumption really protect 

companies for, say, grossly reckless non-compliance with an industry standard? Might it not 

make sense for the presumption to give way, in part, if a self-regulatory body recommends that 

the FTC pursue an enforcement action-even if a company was not wilfully non-compliant? 

This shifting of traditional evidentiary standards will make it more difficult for the FTC and 

consumers to win close cases. Creating such a strong presumption may unduly create the 

impression that the bill exists merely to insulate industry from liability. This is another reason 

the contract law approach, supplemented with a quasi-common law of privacy from the FTC, 

would likely be more effective in promoting consumer welfare. 

Fourth, the bill risks being tied up in litigation over its application to non-profit entities. 

Congress has heretofore largely avoided First Amendment challenges to its regulation of the 

Sl Berin Szoka & Geoffre Manne, FTC's Google Settlement a Pyrrhic Victory for Privacy and the Rule of Law, 

TechFreedom (Aug. 9, 2012), http://techfreedom.org!node(195. 
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Internet by exempting non-profit entities from legislation. What is the rationale for including 

them here? This is especially problematic, given the Supreme Court's recent decision in Sorrel/, 

ruling that privacy prior consent requirements for the use of interest data for prescription drug 

marketing violated the First Amendment. S2 

52 Sorrell v. IMS Health, Inc., No. 10-779 (2011), !ill2:!lwww.5upremecour1gQ.!dgpinions!10pdf!10-779.pdf 
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FREEDOM The Paradox of Privacy Empowerment: 

The Unintended Consequences of "Do Not Track" 

Position paper for W3C Workshop: Do Not Track and Beyond 
Berkeley, California, November 26-27, 2012 

Berin Szoka 53 

The debate over "Do Not Track" offers an excellent microcosm for understanding the larger 

privacy policy discourse. Arguments for giving users a tool to express their privacy preferences 

exert enormous rhetorical appeal. Those arguing for versions of DNT that are more restrictive 

of the collection and use of information about user behavior essentially insist that "We're 

merely giving users a choice!" Who could possibly be against letting users choose for 

themselves? Why should anyone else get to choose for us-especially companies that seem to 

be profiting from the ignorance or helplessness of users? 

Tools like "Do Not Track" (and "privacy-friendly" interfaces more generally) are usually justified 

as simply offering users a means of expressing their true preferences. But such choice 

architectures5
' are anything but neutral: even with the best of intentions and in the name of 

facilitating user choice, choice architects will produce outcomes that users would not have 

chosen if they could make fully rational decisions in a frictionless world without transactions 

costs. This is the essential paradox of user empowerment. 

"Privacy advocates" regularly cite opinion polls showing that users demand greater privacy 

protection-and thus conclude that privacy-friendly choice architectures simply facilitate the 

true preferences of users. But listening to what consumers say they want tells us much less 

about their preferences than seeing what preferences they reveal in the process of making real

world decisions about trade-ofts among values. As much as users value privacy, they do not 

value privacy in isolation or inherently, but relative to other values-including other forms of 

privacy. 

53 This position paper draws testimony I gave to the Senate Commerce Committee in June 2012, 

h t \p:ll tr;ch 1r" ~cJ QlDcD rg! n 0 cJ_~L1l!)_ 

54 On term "choice architecture" and its inherent non-neutrality, see generally Richard H. Thaier University of 

Chicago, Cass R. Sunstein & John P. Balz, Choice Architecture, April 2010, 

httJ.l:lJJlilQers.ssm. com!soI3!pa pers.cfm ?abstract id "1583 509. 

1899 L ST NW " SUITE 1260 " WASHINGTON, D.C. 20036 
202.68l.0871 • info@techfreedom.org • @TechJreedom "techfreedom.org 
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To avoid the paradox of user empowerment to the greatest extent possible, choice architects 

must understand how their proposed choice architecture will shape real-world outcomes, and 

the impact that will have on these many competing values. Let us consider the unintended 

consequences of three contested aspects of DNT: 

1. Default setting - How, and by whom, maya browser be set to send DNT:l? 

2. Definition of tracking What is it DNT:l tells servers not to do? 

3. Architecture of negotiation - How do sites get users who send DNT:l headers to opt-in 

to tracking-and to remain opted-in? 

Each is a complicated issue. But all three may be understood, to a degree, in terms of the 

traditional opt-in and opt-out paradigms. DNT:l is nothing more than a signal sent by the user's 

browser expressing a preference not to be "tracked," however defined-after which website 

publishers, advertisers and other data collectors must somehow negotiate with the user to get 

him or her to "opt back in" (a term actually used in the TPEss) to "tracking" (by granting a site or 

network a "user-granted exception"). If browsers and other user agents may turn on DNT:l by 

default, then the adoption rate of DNTwill quickly exceed publishers' "maximum acceptable 

loss threshold." Below that point it makes little practical sense for publishers and advertisers to 

bother building an architecture of negotiation, because it is more cost-effective to let DNT:l 

users free-ride off those allow tracking (either by setting DNT:O or by not having it set at all). 

Put more simply, if browsers are allowed to turn DNT:l on by default, most users will live in a 

world where "tracking" is opt-in. This will be a choice made for, not by, users. But either way, 

all of the problems of more general "Opt-In Dystopias" described by Nicklas Lundblad and Betsy 

Masiello would apply once DNT:l is turned on. They distill their concerns into four categories: 

Dual cost structure: Opt-in is necessarily a partially informed decision because users 

lack experience with the service and value it provides until after opting-in. Potential 

costs of the opt-in decision loom larger than potential benefits, whereas potential 

benefits of the opt-out decision loom larger than potential costs. 

Excessive scope: Under an opt-in regime, the provider has an incentive to exaggerate 

the scope of what he asks for, while under the opt-out regime the provider has an 

incentive to allow for feature-by-feature opt-out. 
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Desensitisation: If everyone requires opt-in to use services, users will be desensitised to 

the choice, resulting in automatic opt-in. 

Balkanisation: The increase in switching costs presented by opt-in decisions is likely to 

lead to proliferation of walled gardens.56 

The problem is that DNT, like any choice architecture, affects not only "demand" (empowering 

users to choose) but also the "supply" (the choices available to users). The difficulty of 

obtaining opt-ins (user-granted exceptions) will serve as a barrier to entry, protecting larger, 

established incumbents against competition from new entrants. This will be true on some level 

for individual sites: absent dual-cost structure problem, one might think that any site a user 

visits will easily be able to get an opt-in. But obtaining such opt-ins is costly, both for user and 

for sites, which must implement a mechanism for obtaining user-granted exceptions. Some 

sites will simply decide not to risk alienating users, and forego potential additional revenue, 

while other better established sites or sites less subject to competition, will gain a competitive 

advantage. 

But the greater problem lies with web-wide exceptions, opt-ins to data collection by an ad 

network or other data collector across the web. To be sure, these are essential to making DNT 

work without breaking business models that depend on third-party ad networks, but they will 

also necessarily favor certain established players in the data and advertising ecosystem over 

other, generally smaller players. One might dismiss these competitive effects as the necessary 

consequence of restructuring an industry that is loathed by many (despite the benefits it 

confers),57 but this consolidation would likely be accompanied by a qualitative change in the 

kind of information collected. Once a network obtains a web-wide exception, why not collect 

more data across the web? Why not associate it in a richer profile? As Masiello and Lundblad 

explain: 

service providers may attempt to maximise data collection in every instance that they 

are forced to use an opt-in framework; once a user consents to data collection, why not 

collect as much as possible? And the increased transaction costs associated with opt-in 

will lead service providers to minimise the number of times they request opt-in consent. 

56 N Lundblad and B Masiello, "Opt-in Dystopias", (2010) 7:1 SCRIPTed 155, htto://www.law.ed.aLuk/ahrc/scrlpt

ggL,,-oI7-1jlulldIJI99A Sll 

57 See generally, Comments of Berln Szoka, Privacy Trade-Offs: How Further Regulation Could Diminish Consumer 

Choice, Raise Prices, Quash Digital Innovation & Curtail Free Speech, Dec. 7. 2009 

http://ftc.gov I 051 com m e ntsl p rlva eyro u n dta bl e/544506-00035. pdf 
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In combination these two behaviours are likely to lead to an excessive scope for opt-in 

agreements. In turn, users will face more complex decisions as they decide whether or 

not to participate.s8 

Indeed, why not require users to log-in and provide more information about their real identity? 

Of course, requiring users to go through an account-creation process would likely turn off many 

users-if only because it took longer than simply clicking on a dialog box that asked about 

enabling personalized content. But consumers have become quite accustomed to using Single 

Sign On systems to log into websites with their Facebook, Twitter, Google or Microsoft Live 

accounts (and so on). It is not difficult to see such networks becoming federated content 

networks-the new walled gardens so feared by Tim Wu, Jonathan Zittrain and many others. 

Leaving a website inside one network and going to the other would require granting another 

web-wide exception to another network. This isn't necessarily bad but if it ultimately means 

that more information is collected about Internet users, DNT will leave many of its advocates 

sorely disappointed-and it is certainly not a result any user would have chosen. 

This perverse potential (but likely) result simply one example of a larger problem: human 

rationality is bounded; we are simply not capable of weighing the full implications of choices as 

complicated as those over privacy. This does not mean that user empowerment is not a worthy 

goal; it is (and it is generally preferable to more top-down alternatives such as regulatory 

prescriptions on the use of data). But it does mean we should not pretend that choice 

architects are not, in fact, making important choices for users in the process of designing choice 

mechanisms like Do Not Track. 

The problems described above will become more acute the more broadly "tracking" is defined, 

the more users turn on DNT:l, and the more cumbersome negotiation is. Two particular 

contested issues within the TPWG will significantly aggravate the opt-in dystopias problem: 

1. Default Settings - Although the TPWG has always rested on the consensus that DNT 

headers must be set by users not user agents like browsers,s9 Microsoft breached that 

consensus earlier this year when it announced earlier this year that it would choose for 

users by setting DNT:l on by default in its new IElO browser. European regulators have 

58 Opt-in Dystopias. 

59 "The goal of this protocol is to allow a user to express their personal preference regarding tracking to each 

server and web application that they communicate with ... Key to that notion of expression is that it MUST 

reflect the user's preference, not the choice of some vendor, institution, or network-imposed mechanism 

outside the user's control." TPE § 3. 
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essentially endorsed this position, calling for users to "told about any default setting; 

and prompted to keep or to change it" -even if that setting is DNT:l, and therefore not 

compliant with the DNT spec-and insisting that servers must not disregard DNT 

headers, even when sent by browsers that turn on DNT:l by default. 50 It remains 

unclear how this issue will be resolved. 

2. Configuration The TPWG co-chairs recently rejected a proposal to clarify that, to 

"reflect the user's preference," user agents must "require equal effort to configure 

[DNTj"51_prompting the first formal objection filed in the TPWG. 52 Thus, unless this 

decision is ultimately reversed by the W3C, a user agent need not set DNT:l by default if 

doing so proved problematic; it need only design a user interface that will achieve the 

same result. 

Ultimately these concerns are likely to be dismissed by insistence that sites and services will 

simply negotiate around DNT to reach the same outcome they would have reached anyway. 

But in the real world (as opposed to a frictionless perfect market), transactions costs often 

swamp the gains created by transactions such as the negotiation between site and user. The 

online advertising ecosystem currently works because it generated tiny amounts of value from 

enormous volumes of transactions. Even the small transactions costs of forcing today's implicit 

quid pro quo to become explicit could produce dramatically different outcomes. Nor is it clear 

that negotiation or payments would generate as much revenue as advertising-meaning that 

rising transactions costs would be borne by publishers, and passed on to users in the form of 

reduced quality, quantity or innovation, or higher prices (if they can actually charge prices). 

Building on Ronald Coase's seminal work on the importance of transactions costs, Harold 

Demsetz offered the basic insight that continues to guide the law and economics of setting 

defaults (which economists generally refer to as "property rights"): in a frictionless world, if the 

initial assignment of rights is inefficient, negotiation will inevitably and costlessly solve the 

problem; but in the real world, that initial assignment may prove sticky, thus we should not 

assign rights in ways that are inefficient.53 Once again, choice mechanisms are not neutral. If. 

the day before Microsoft announced their decision to set DNT:l by default, it was true that 

"majority default DNT is not the world this standard will exist in. DNT is going to be a 10% 

50 NeeHe Kroes, An update on Do Not Track The Centre for European Policy Studies (CEPS)/Brussels, 11 October 

2012, b1tjJjle~lrQPLQl!mplfljjlreSS-releilso SPEECt!::12-716 en.htl1} 

61 t:l!!JULlists. w3 .ors/ Archives/Pu blic!public-trackingfl012Sep!0197. h tml 

52 http://lists.w1Qr:&!Arch;ves/Publlc/publlc-track;ng!20120ct/0 104. htm I 

53 Harold Demset2, Toward a Theory of Property Rights, 57:2 Am. Econ. Rev 347 (1967). 

53 bl1Jl.:L!Y/WW .ecOnJdfsQ,gdu/~ted b/Courses/Ecl..QOC!Read ings/Dem selz Properly fllgil.!±1lQi 
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solution,,,64 and DNT:l creates the negative unintended consequences described above (among 

others), why should choice architects not set the initial assignment to the setti'lg that is more 

likely to be efficient: DNT:l olfby default and not privileged when users configure their 

browser? An argument could be made to the contrary if it could be shown that "tracking" (as 

defined by the DNT spec) actually lead to real harm, but as yet, no such argument has been 

substantiated, and the question of harm has repeatedly been sidestepped within the TPWG. 

It is understandable, if ironic, that privacy advocates should desire outcomes that could actually 

reduce privacy and make consumers worse off-because the chain of causation is attenuated 

and unclear compared to the noble intentions behind restrictive defaults. Nobody wins Nobel 

Prizes in Economics for explaining things that are completely obvious, and even once they do, it 

can take decades (or more) for their insights to permeate areas of discourse outside of 

economics-such as Internet standard-setting. 

It is much more understandable what some market players have to gain by joining forces with 

well-intentioned but short-sighted privacy advocates: competitive advantage. This is simply 

another example of the well documented alliance of "bootleggers and baptists.,,6s Microsoft, in 

particular, stands to lose little by disrupting the online advertising market, in which it has 

struggled to compete. It is by no means clear whether a world of high DNT adoption rates 

would benefit, in relative terms, Microsoft more than Google (or, for that matter, Facebook), 

but it might well help Microsoft, since it would generally favor large incumbents with directs 

relationships with users, such as through the browser and as. And Microsoft would hardly be 

the first company to wager that it held a losing hand, and that its odds would be better with a 

fresh deck of cards. 

What lies ahead for choice architects "beyond DNT?" The perpetually difficult task of weighing 

costs and benefits, and attempting to foresee the unpredictable, in shaping users' choices. 

64 See Lauren Gelman, "Re: tracking-ISSUE-150: DNT conflicts from multiple user agents [Tracking Definitions and 

Compliance]", public-tracking@w3.org mailing list, May 30, 2012, htljJj1ii8.5 .. '!I3.org/Arcllives'!!'lJ,I;JJlfLJ2.lLI?.hlc 

crachiill5LN12M"y/O]_41.html· 

65 Bruce Yandle, "Bootleggers and Baptists-The Education of a Regulatory Economist," Regulation 7, no. 3119831: 12. 

ht\QJ/ www,cato, 0 rg/p u bs/ regu I ati 0 n,!regv 7 n 3/v 7 n 3· 3. pdf 
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The Honorable Mary l:Iono Mack 

1. Question: I understand your point about not regulating technology - we have always strived to 
remain technology neutral. However, every few months there seems to be a story of software or 
a device that is discovered collecting information - whether on a phone or on a website - and 
where the operator claims ignorance. 

a. You also state that many of your app developers don't know whether their app creates 
privacy concerns. 

To clarify, most developers are acutely aware of issues regarding privacy, and take 

them seriously. However there are areas where information is collected, but may 
not present "concern". For example, developers use tools like analytics software to 
understand bugs, track new feature usage, and generally improve their product. 

Separate and apart from any data breach questions, the collection and use of this 
information in this manner in unlikely to create "concerns". However we believe 
even these uses should occur with available consumer notification. 

Therefore we advise app developers to be open with consumers about the 
information they collect and how it is used. We strongly advocate the use of privacy 
policies - even if an app maker b"JI!,ves no information is being coliected .... ACT 
also advises app developers to be mindful of the relationships they have with third 

parties such as ad networks. 

b. Is there a role for voluntary technical standards that address performance requirements 
to limit data collection or indicate what data is collected? 

There is a role for voluntary technical standards. Today, standards and best 
practices are being developed around three major areas of focus: collection of data; 
use/sharing of the data; and management of data - we expect these standards to be 
developed independently, but must be able to work together and have common or 
compatible definitions and terms. 

We see these standards as vitally essential to a functional system and already exist 

in similar models. For example, in the telecommunications industry, GSMA and 
CTIA/ESRB both have guidelines for providers and developers, and CTtA/ESRB has 
content ratings that include separate privacy notifications. For advertisers, NAt, 
DAA, lAB, DMA, WGMMA, MMA, and others have guidelines for advertising 
companies, notifications for consumers, and even best practices for app developers. 
And advocacy groups like EFF, Public Knowledge, CATG, Mercatus, and others have 
extensive blog posts, write---ups, and in some cases developer guidance for dealing 
with consumer information. Most, if not all of these, deal with collection, 
use/sharing and management of data. 

Voluntary standards provide a system capable of flexibility and quick adjustments to 

the rapidly changing app marketplace. Moreover, voluntary standards engender 
industry support and acceptance - acceptance essential to standards for data 

collection and create clear, functional, and effective notifications to consumers of 
the types of collection that oCCurs. 
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2. Your testimony described how implementing a regulatory regime for the fast developing and 
quickly evolving mobile ecosystem is difficult. 

a. Will enforceable voluntary standards be any better at keeping pace and remaining 

relevant? 
Industry self-regulation is capable of moving at the speed of innovation. This is due 

to the level of expertise in the technology involved, first-hand awareness of 
upcoming innovations, and a simple business interest to not fall behind competitors. 

This allows self-regulatory programs to operate prospectively, as opposed to 
regulatory programs that are often reactive and technologically outdated. 
Moreover, regulatory processes often try to shoe-horn their existing authority into 
an ever changing situation and provide a list of prohibitions as opposed to ideals. 

Finally, regulatory rulemakings are governed by long processes that can take 

months if not years to decide and implement. A rulemaking might finally occur well 
after the technology has turned a corner, rendering the rulemaking moot and thus 
ineffective. 

3. You stated a comprehensive approach to the stakeholder process is the "only way" to address 

consumer privacy. Please explain. 
i. We need to approach privacy issues in a comprehensive way, not one that creates 

slloed solutions for each technology, especially since those silos are disappearing 

every day. Not only does data collection and sharing span all parts of the online and 
offline worlds, but our industry is moving quickly to blur the lines between 
smartphones, PCs, cars and even televisions. 

As an example, let's look at one area that NTIA and ACT are both concerned about 
ensuring transparency about the data collection and data sharing practices on 
mobile apps. This is an area that demands improvement and its one reason we've 
been working with organizations like Mom's With Apps to develop icon-based 
disclosures that help parents make informed decisions about which kids apps to buy 
for their kids. 

However, our work in this area has led us to the conclusion that developing 
disclosures that are designed specifically for an iPhone-sized screen is not the right 
approach for a broader multistakeholder process. The entire concept of a mobile 
app that exists only on a smartphone is disappearing as mobile operating systems 
like Apple's iOS, Google's Android, and Microsoft's Windows Phone are now 
powering tablets, PC's, televisions, and even car entertainment systems. Mobile 
apps and the mobile web are going to be running everywhere in the near future, 
and any solution we develop must be responsive enough to deal with each of these 

scenarios. Not only will we be dealing with radically different screen sizes, but how 

will privacy disclosures be handled when the user is downloading an app via voice 

commands in their new iOS-powered car? 

Everyone in the technology industry must take part and be responsible for 

improving the state of privacy, security, and transparency across our various 
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industries. Our app developer members are no different, and we're committed to 
working this out with government, industry, civil society, and most importantly ... our 
customers, 

In the end, we need to create an environment that breeds trust with our 
customers. That is why we are concerned about approaching these issues based on 
categories of technology is bound to create incompatibilities, confusion, and most 
customer distrust. 

4. You object to the process NTiA has set forth in its request for comments because it appears to 
single out app developers for implementing privacy notices before beginning the rest of the 
process. 

a. Do app developers object to providing consumers a privacy notice? 

i. No. App developers want to provide consumers with privacy notices to create 
greater trust with the consumer. In fact ACT has dedicated our resources to helping 
our developers find improved solutions to providing consumer notice. 
Additionally, ACT has worked directly with the California State Attorney General to 
find a way to better provide notice directly on the "app store" page. This uniformity 
will help developers and help users know where to look to find key privacy 
information. 

I'd like to take a moment to highlight a specific example of ACT's work in this area. 
We have been working with Moms with Apps, an ACT affiliate group comprised of 
more than one thousand children's app makers. These developers are parents who 
decided to make apps to educate their children. They are conscious of privacy 
COncernS and the collection of data because the last thing any of them want is to 
expose their own children's private information. 

Because of their concern, independent developers in Moms with Apps took the 
initiative to design a parental notification system that identifies the privacy settings 
of an app in a simple, easy to identify graphical display (below). While this isn't a 
final solution, it's a great step initiated from within the industry to safeguard user 
privacy and improve consumer trust. 

NO PERSONAL 
OAf A 

NO ADS NO IN-APP 
PURCHASES 

As you can see from the icons, we are helping to find ways to inform parents quickly, 

and with a minimum of "Iegal-eze". We've taken these icons and worked with 

privacy policy generator privacychoice.org to have them created and added 
automatically when a developer builds a privacy policy. 
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b. Should providing consumers a privacy notice be standard practice across the online 
ecosystem, including apps? 

Yes. We at ACT strongly advocate the use of privacy policies - even if an app maker 
believes no information is being collected. We tell this to app developers and help 
them to create privacy policies at our workshops across the country. While we 
cannot necessarily speak for the entire industry, much of the online ecosystem 
already provides consumers with privacy notices. Given recent changes in many app 
stores, we see providing consumers with a privacy notice as becoming the industry 
standard, one that is being adopted across all devices. 

5. You testified full transparency in the multi-stakeholder process is an impediment to achieving 
consensus standards. Please explain. 

a. ACT fully believes in transparency; within this context I wanted to make a very careful, 
nuanced point: When all proceedings and discussions are required to be public, participants 
may prevent the kind of frank discussion needed to generate implementable outcomes. 
Since the NTIA is looking to the ICANN multistakeholder model as template for its privacy 
process, Ilook to my experience with the ICANN process. 

At ICANN we have seen that if the process takes the form of a public discussion, industry 
participants will be looking over their shoulders or sitting on their hands instead of offering 
bold ideas for workable solutions. Fully transparent proceedings will not produce the free 
exchange of ideas and consensus agreement that is the stated aim of the stakeholder 
process. For NTIA to get the best results from these efforts, they need to value positive 
outcomes first. 

Moreover, it is important to remember that participants will be searching for a resolution 
that involves compromise - compromise that could negatively affect their companies' 
bottom lines or expose their organization to criticism. In order for the best solutions to 
emerge in a consensus fashion, stakeholders must have confidence that the dialogue 
provides wide latitude to offer a range of alternatives. To discuss and even reject ideas after 
listening to peers. 

Clearly, we think that the overall process at NTIA, and any event which requires a vote or a 
decision to be taken be done an open and transparent manner. However we think that all 
participants should be able to "step away" from the camera at times and have frank 
discussion, and even disagreements. Furthermore, we think it may even be valuable for 
NTIA facilitators to hear what they have to say, and keep it confidential. 

We understand that this is a subtle point, but effective compromise often takes risk. An 
environment where no risk goes without immediate public second-guessing is one where no 
risk is taken. 
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1. At the hearing we heard that allowing all consumers to access whatever data companies have 
about them present's significant technical challenges and could actually increase risk to 
consumers. But what about a narrower bill that would allow consumers to ask companies for 
categories of information that companies have on them. 

a. Wouldn't this alleviate the risk of harm to the consumer and burden on the company 

while at the same time help educate consumers on data collection? 

i. We are concerned that a congressionally mandated requirement on businesses to 
show consumers what categories of information are collected about them will not 
provide the necessary flexibility and may stifle innovation. However, we do believe 
that allowing consumers to see this information is helpful to educate consumers and 
will also alleviate many of their privacy concerns. The good news is that many 
businesses already make this information available to their customers. 

As I stated in my written testimony, "we advise app developers to be open with 
consumers about the information they collect and how it is used. We strongly 

advocate the use of privacy policies - even if an app maker believes no information 
is being collected." As part of this communication and disclosure, a consumer can 

identify what types of categories of information have or are being collected about 
them. 

2. Are you familiar with my bill, H.R. 1528, the Consumer Privacy Protection Act of 2011? This bill 

calls for clear, easy to understand privacy policy statements and provides for the FTC to approve a 
five-year self-regulatory program. 

a. Would you support this bill advancing through the Subcommittee? 

While ACT supports many aspects of HR 1528, ACT has not taken a public position 
on H.R. 1528 

Nonetheless, there are many aspects of HR 1528 that we support and even 
advocate to app developers. We see three valuable features of this legislation: 
1. Your definition of personally identifiable information does not include anonymous 
data that alone does not "identify a unique living individual." 
2. The preclusion of the private right of action that protects well-intentioned app 
developers from aggressive plaintiff's bars. 
3. Finally, we like the idea of encouraging businesses to have privacy policies, but 
we worry that codifying the requirements of a privacy policy may prevent necessary 
variability in the policies as technology changes. 
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House Energy and Commerce Subcommittee on Commerce, Manufacturing, and Trade 
Hearing entitled "Balancing Privacy and Innovation: Does the President's Proposal Tip the Scale?" 

March 29,2012 

Responses to Questions for the Record 
Pam Horan, President, Online Publishers Association 

The Honorable Mary Bono Mack 

l. You stated your members have every incentive to respect consumer privacy because 
competitors are only one click away. However, a consumer has little incentive to click to a 
competitor if all websites operate in the same fashion. Is there a great difference among your 
members as to how they approach consumer privacy? 

Our members, which are some of the most well known brands online and offline, work hard to 
preserve the trusted relationships they enjoy with their audiences. To ensure this trust is maintained, 
OPA members employ consumer privacy-friendly approaches to data collection, retention and 
sharing. As you are well aware, there are thousands of web sites dedicated to covering news, 
entertainment, information and sports so our Members are committed to offering its consumers a 
clean well lighted experience for both the content and environment they deliver. 

2. While it is clear advertisers are paying more for the interest based ads, it is not clear to what 
extent publishers need the incremental revenue to support their business. Arguments have been 
made that much of the content provided to consumers for free would disappear if certain 
advertising models were more difficult to execute, such as behavioral advertising, because 
website owners and publishers wouldn't be able to earn enough money to support the content. 
What percentage of your members' online business operates profitably? 

The majority of the advertising our members serve is contextual (i.e., targeted based on the content of 
the page that a consumer is viewing at the time an ad is served) -- versus behavioral (i.e., targeted 
based on actions or behaviors of the consumer observed over time). Based on our most recent survey 
of OPA members, which reflects figures for the 20 II calendar year, behaviorally-targeted 
advertisements remain less than 10% of the total paid impressions served for advertising and 
therefore represent a very small percentage of the revenue. 

a. What percentage of advertisements are behaviorally targeted ads? What percentage of 
the total advertiSing revenue that publishers receive is derived from behavioral 
advertising? 

The majority of the advertising our members serve is contextual (i.e., targeted based on the 
content of the page that a consumer is viewing at the time an ad is served) .- versus behavioral 
(i.e., targeted based on actions or behaviors of the consumer observed over time). Based on our 
most recent survey of OPA members, which reflects figures for the 20 II calendar year, 
behaviorally-targeted advertisements remain less than 10% of the total paid impressions served 
for advertising and therefore represent a very small percentage of the revenue for our members. 
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b. You refcrenced the DAA program that prohibits using data for employment, credit, 
healthcare, or insurance purposes - but it does not prohibit the collcction of that data. 
Should such sensitive data bc collected at all? 

We share your concern about the collection of "sensitive" data. Typically, publishers do not need 
to collect this kind of information, and, if they do, it's through an opt-in method. 

c. How do you ensure that if the data is collected it is not sold, resold, and used down thc 
line for those prohibited purposes? 

Our members, which have a unique first-party relationship with their consumers, take great effort 
to ensure that data, especially sensitive data, is not misused. However, it is nearly impossible for 
publishers to ensure that unrelated third parties are not providing the same transparency and 
choice. One of the most important tenets of the DAA self-regulatory program is that the entity 
collecting data should provide notice and choice regarding the collection of data. 

3. You cxpressed concerns over the suggestion that first parties be required to disclose the 
information practices of the third parties with whom they contract. Your two primary 
concerns were the collection of this practices information and thc potential liability for third 
party actions. Can contract terms address both of these concerns? I'or instance, could your 
members propose boilerplate contract language to standardize what the third parties with 
whom they contract are permitted to do with user information? 

a. Could your members propose contract terms to indemnify themselves should the third 
party violate those terms and harm a consumer? 

Indemnification provisions are heavily negotiated terms of contracts and our members do not 
always have the leverage they need to obtain these contractual protections. Moreover, 
indemnification clauses offer no protection if the indemnifying parly does nol have sufficient 
resources to provide a defense or satisfy an indemnified claim at the time it is made. While 
contracts are an important tool, they are not a complete solution. One of the important tenets of 
the DAA selt~regulatory program is that the entity collecting data needs to provide transparency 
and choice to the consumer. 

With respect to contractual provisions limiting what third parties can do with audience 
information. OPA members can and do regularly strive to include such terms in their agreements 
but our members cannot guarantee that tile parties with VI hom they contract will comply with 
such restrictions. 

OPA has encouraged its members to develop policies governing the collection and use of 
audience data by technology partners. service providers and other third parties. The terms and 
implementation of those policies are within the discretion of each member to determine and they 
\\ill necessarily vary according to the business needs of each company. 

Here are three examples illustrative of the efforts oIOPA members to safeguard the privacy 
interests of their users. 

ESPN: ESPN has developed a "Verification and Tagging Policy" setting forth requirements 
regarding the placement of tags and data collection by advertisers and their agencies and third
party vendors in connection with advertising buys on ESPN digital platforms. ESPN's policy 
requires. among other things, that ESPN must approve all data being collected in connection with 
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an advertising campaign prior to the commencement ofthe campaign, and all third-party vendors 
used by advertisers and agencies, who may be required to agree to abide by ESPN's policies 
regarding the collection and use of data. 

In addition, ESPN regularly checks its site for unknown and unauthorized data collection activity 
and is reaching out to entities that appear to have tags on ESPN's site that can't be traced to learn 
about the purpose ofthose tags and request removal, if appropriate. 

The New York Times: The New York Times also published guidelines to clearly communicate 
with third parties about collection of data and tagging on its site. Its policy states: "Advertisers, 
thcir agencies, vendors and other adVeJ1ising-relatcd third partics arc prohibited from collecting 
user data on NYTimes.com or NY'!"s other digital properties. These third parties may not capture 
this data 1l)J' subsequcnt ad segmentation or targcting information, or for retargeting messages to 
those users on other web sites." 

The Wall Street Journal: The Wall Street Journal implemented a data policy backed by a 
comprehensive process that ensures advertisers. agencies, technology partners and other third 
parties collecting data follow a detailed cel1ification and approval process. The goal is 
transparency: to know what data is being collected and for what purpose. The approach is backed 
by regular checks and audits of The Wall Street Journal, for unknown and unauthorized data 
collection. 

While these are just three examples of publishers' initiatives, many publishers include provisions 
in their contracts that encourage responsible practices by third parties designed to help protect the 
jllt~rests of their site visitors, while ensuring advertisers are getting fair value from their 
placements. 

4, You expressed concerns over the access and correction proposal, highlighting the burden it 
places on your members to authenticate users before they are able to access the information 
your members hold. If so many industries currently authenticate before permitting access to 
user accounts, why would it be a "significant technical challenge and,.,actually increase risk to 
consumers"? For instance, credit card companies and banks are able to quickly and easily 
authenticate a user both over the phone and online. 

The majority of our members' content doesn't require authentication as it isn't necessary for the 
access of their content and they are committed to providing a frictionless process. Credit card 
companies and banks necessarily must collect very personal and sensitive infonnation about a 
consumer in order to link bank accounts, investments and other financial instruments. Publishers, 
however, do not usually collect social security numbers or other such personal and sensitive 
information used to identify a specific individual. The challenge with any "access and 
correction" requirement would be to correlate data about a specific consumer across mUltiple 
websites or services. The only efficient and reliable way to accomplish this would be to assign or 
collect a unique identifier to each consumer. As a result, we would be forced to collect more 
personal information about our users. which we believe would increase the risk to the consumer. 
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The Honorable Cliff Stearns 

1. At the hearing we heard that allowing all consumers to access whatever data companies have 
about thcm present's significant technical challenges and could actually incrcasc risk to 
consumers. But what about a narrower bill that would allow consumers to ask companies for 
categories of information that companies have on them. Wouldn't this allcviate the risk of 
harm to the consumer and burden on thc company while at the same time help educate 
consumers on data collection? 

We don't believe that limiting data requests to categories would alleviate the risk of harm to 
consumers. The challenge with any "access and correction" requirement would be to correlate 
data about a specific consumer across multiple websites or services. The only efficient and 
reliable way to accomplish this would be to assign or collect a unique identifier for each 
consumer. As a result. the publisher would be forced to collect more personal information about 
our users, which we believe would increase the risk to the consumer. Even limiting data requests 
to certain categories would still require publishers to identify the consumer. 

2. Are you familiar with my bill, H.R. 1528, the Consumer Privacy Protection Act of 2011? This 
bill calls for clear, easy to understand privacy policy statcments and provides for the FTC to 
approve a five-year self-regulatory program. Would you support this bill advancing through 
the Subcommittee? 

While the OPA is not endorsing privacy Icgislation at this time. we appreciate your continued 
leadership on privacy issues. In particular, we appreciate your understanding that the marketplace is 
working to develop a solution for consumers. As for clear. easy to understand privacy policy 
statements. technology changes quickly and many of our members are beginning to utilize new ways 
to inform consumers about data collection practices and the choices available to them outside of 
privacy policies by using "just-in-time" notices or other contextually-relevant notices. As for FTC 
authority, we support the FTC's efforts to use its Section 5 Authority to punish bad actors and support 
the DAA selfregulatory program. 
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inlolooti''" Adv","'mg B,wo" I a b 
Public Office 

57571h NW 
Woshtngtor, DC 2000t, 

June 29, 2012 

Representative Mary Bono Mack 
Chairman, Subcommittee on Commerce, Manufacturing, and Trade 
Committee on Energy and Commerce 
2125 Rayburn House Office Building 
Washington, DC 20515-6115 

Dear Chairman Bono Mack, 

Thank you for the opportunity to testify before the Subcommittee on Commerce, 
Manufacturing, and Trade on Thursday, March 29th

, 2012 at the hearing entitled "Balancing 
Privacy and Innovation: Does the President's Proposal Tip the Scale?". Below please find my 
answers to the written questions from members of the Subcommittee. 

The honorable Mary Bono Mack 

1. The Administration's Framework recognizes that targeted ads are generally more 
valuable and the revenue derived therefrom supports an array of services and 
content. What percentage of ads served online are targeted versus contextual or 
randomized? 

The lAB reports quarterly and annual total online advertising revenue as part of our lAB 
Internet Advertising Report, which we produce in partnership with Pwc. This report does 
not attempt to categorize advertising as either targeted or non-targeted as there is not a 
commonly agreed upon definition of "targeting". Our end of year report showed that 
online advertising in the U.S. grew to $31.7 Billion in 2011, a 22% increase over the previous 
year. 

Although we do not routinely report the percentage of ads that are targeted, in 2010 lAB 
did conduct a survey of the major advertising agenCies, or the buy side of the industry, to 
measure what percentage of the advertising spend would fall under the Federal Trade 
Commission's (FTC) definition of Third Party Behavioral Advertising. USing the FTC's 
definition from their February 2009 report entitled, "FTC Staff Report: Self-Regulatory 
Principles For Online Behavioral Advertising", we found that greater than 80% of digital 
advertising campaigns would be covered by the FTC's definition. 
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2. How does the lAB's code of conduct differ from the principles put forth in the 
Administration's framework? 

The lAB Membership Code of Conduct incorporates the industry's self regulatory principles, 
as developed by the Digital Advertising Alliance (DAA), and requires all of lAB's more than 
500 member companies to adhere to those practices. The DAA principles cover data 
transparency, consumer choice, data security, and consumer education practices for the 
industry. This program was endorsed by the Administration and the DAA was the only 
industry group that formally participated in the White House press conference on February 
23, 2012 where the Administration's privacy report was released. I believe that the DAA 
program fulfills the consumer privacy goals outlined in these important areas. However, 
the Administration's privacy report is more expansive than the DAA program, addressing a 
wide array of global topics such as international harmonization of laws, enforcement of 
consumer protections, and data security breach notification legislation. The DAA program is 
not meant to address those broader issues. 

3. You testify that NTiA should not interfere with your existing codes of conduct. What 
role do you see lAB playing in the multi-stakeholder process? What codes of conduct 
could be covered that are currently not covered by your codes? 

As mentioned above, the Administration has lauded the DAA's self regulatory program and 
endorsed it as a model of success for "enforceable codes of conduct", therefore I do not 
believe there is a need for the NTIA multi-stakeholder process to delve into the area already 
covered by the DAA program. However, the DAA program was not developed to address all 
possible consumer privacy issues, thus there may be areas where the iHIA process can 
provide guidance and coordination amongst interested parties. 

lAB will participate in the first multi-stakeholder meeting currently scheduled for July 12, 
2012. That meeting will focus on mobile application notice practices, which is an 
appropriate topic for a multitude of interest groups to discuss appropriate and 
implementable options for increasing transparency to the consumer. We look forward to 
working through this process. We do not believe, however, that the NTIA process should 
delve into the broader mobile notice and choice issues at this time. The lAB's Mobile 
Marketing Center of Excellence and the DAA are finalizing mobile privacy principles that will 
expand the DAA's current program to the mobile platform. Just as the DAA's online 
behavioral advertising self regulatory program succeeded in increasing consumer 
transparency and choice in the desktop environment, we believe industry should be 
afforded the opportunity to deliver real results to consumers in the mobile environment as 
well. 
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4. You state that in general, behavioral advertising is not based on personally identifiable 
data. On what data is behavioral advertising generally based? 

The vast majority of advertising is tailored to the consumer's interest based upon web 
browsing history that is collected through the use of third party cookies. A cookie is simply 
a unique identifier that is placed by a single server/entity on a user's web browser. A cookie 
can only be read by the server that placed it. A typical cookie consists of a randomly 
generated set of letters and numbers, such as ABC123. 

Most advertising on the internet is served by third party advertising networks. If an ad 
network has a contractual relationship with a website to serve ads on that site, the 
network's servers will place a cookie on the user's browser. The network will keep a 
log/record of the site where they served user ABC123 an ad. If that same network is serving 
ads on another site where user ABC123 visits, the network will be able to read their own 
cookie and may tailor an ad based upon the previous site that user visited. This practice 
happens millions of times every second, is performed entirely by servers and algorithms, 
and is the foundation for the internet's economic model. This type of cookie does not 
contain personally identifiable data and third party ad networks do not rely upon personally 
identifiable data to serve relevant ads to consumers. 

5. You testify the Council for Better Business Bureaus had the first enforcement action 
under your self-regulatory program in November, 2001. What is the enforcement 
mechanism under your program? Are you opposed to FTC enforcement? 

The Council of Better Business Bureaus (BBB), founded in 1912, has served as an 
independent enforcement mechanism for industry advertising and marketing self regulatory 
programs for many decades. With the trust of consumers and regulators on their side, the 
trade associations that eventually formed the DAA welcomed the BBB's input as we 
developed our self regulatory program. Once these principles were published in 2009, the 
DAA worked with the BBB to establish a new enforcement program to monitor compliance 
with the DAA principles. The BBB's program, recently renamed the Online Interest-Based 
Advertising Accountability Program, independently monitors the entire digital advertising 
ecosystem to detect non-compliance with the DAA program. The BBB program enforces 
against DAA member and non-member companies, thus ensuring consumers are protected 
across the internet. 

The BBB brought their first round of enforcement cases against 6 companies on November 
8, 2011. The BBB recently released a second round of enforcement cases against 7 more 
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companies on May 30, 2012. The BBB process is completely transparent and cases of non
compliance are referred to the FTC. 

Just as the FTC is an effective and appropriate law enforcement backstop for the BBB 
enforcement program, the Commission also plays an important role in ensuring compliance 
with the DAA program through their existing powers under Section 5 of the FTC Act (Unfair 
Acts or Practices). Participants of the DAA are required to declare their adherence to the 
DAA principles. If a business is operating outside of their public declaration, the FTC has 
authority to bring a claim of "deception" against that company. The FTC has successfully 
settled countless deception cases and their authority here is unquestioned and needs no 
clarification or expansion in order to be an effective backstop to the DAA program. 

The Honorable Cliff Stearns 

1. At the hearing we heard that allowing all consumers to access whatever data 
companies have about them present's significant technical challenges and could 
actually increase risk to consumers. But what about a narrower bill that would allow 
consumers to ask companies for categories of information that companies have on 
them. Wouldn't this alleviate the risk of harm to the consumer and burden on the 
company while at the same time help educate consumers on data collection? 

Several companies that operate large third party advertising networks currently offer 
consumers access to their "profiles". Generally, these profiles contain a number of 
marketing "buckets" or demographic categories that the company believes best represents 
the purchase intentions of the various users of a specific computer. Large portals, 
companies that own both first party websites and third party ad networks like Microsoft, 
Google, and Yahoo! may be able to combine these profiles with first party registration data 
from their sites and thus present a specific user an individualized profile. This type of 
profile access helps increase transparency to the user and I applaud these companies for 
investing time and resources to develop them. 

It is important to note that most third ad networks do not own first party websites and thus 
are only capable of providing a profile that relates to a computer or specific device, not to 
the individual. Similarly, these networks do not generally have access to personally 
identifiable data, which is why most of them do not currently provide user access to 
profiles. I am worried that any legislative mandate in this area would put an undue burden 

on third party ad networks to develop these access provisions and would ultimately require 
these companies to begin to collect more personally identifiably information. This would 
result in a net/net loss to business activity and consumer privacy. 
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2. Are you familiar with my bill, H.R. 1528, the Consumer Privacy Protection Act of 2011? 

This bill calls for clear, easy to understand privacy policy statements and provides for 
the FTC to approve a five-year self-regulatory program. Would you support this bill 
advancing through the Subcommittee? 

I am aware of H.R. 1528 and applaud your continued leadership in the area of consumer 
privacy and protection. I recall the first time I had the pleasure of discussing privacy 
legislation with you during a U.S. Chamber of Commerce Privacy Retreat. That was in 2002 
and your insights into this area were extraordinary back then. We discussed how difficult it 
could be to legislate in an area where the technology is rapidly evolving and business 
practice change quickly. Ten years later, these caveats still hold true, which is why I believe 
that industry self regulation is the most effective means for ensuring we strike the proper 
balance between protecting consumers and promoting innovation. For example, the DM 
issued their original online behavioral advertising principles in 2009, but by the Fall of 2011 
we had already updated those principles, and now we are nearing the release of a 
significant expansion of those principles to cover the mobile platform. There is no way that 
the Congressional legislative process or the FTC rulemaking process could match this pace 
of evolution in the marketplace. 

As a further example, H.R. 1528 calls for easier to understand privacy policy statements, and 
while this is a laudable goal, it is unclear whether shorter privacy policies will ever be read 
by average consumers. Instead of being locked into a codification of best practices, industry 
self regulation is able to implement new, more creative solutions that deliver real results to 
consumers. In the area of notice, the DAA program mandates that simple data usage 
explanations be provided outside of the privacy policy. Today, the industry provides simple 
to understand, real-time notice via the delivery of the AdChoices Icon. This ubiquitous 
transparency symbol is being delivered inside more than one Trillion advertisements every 
single month. This type of innovation would not occur if we had a legislatively-imposed 
standard. 

I appreciate the Subcommittee's interest in my viewpoints and would be happy to provide 
further details if they would be helpful in the future. 

Sincerely, 

Mike Zaneis 
SVP and General Counsel 
lAB 



261 

VerDate Aug 31 2005 08:26 Jul 09, 2013 Jkt 037690 PO 00000 Frm 00265 Fmt 6633 Sfmt 6633 C:\PROGRA~1\WS_FTP\81441.TXT WAYNE 81
44

1.
19

8

Additional Questions for the Record 
Responses of Justin Brookman 

Responses of Justin Brookman to the Additional Questions for the Record for the hearing entitled 
"Balancing Privacy and Innovation: Does the President's Proposal Tip the ScaleO" before the 
Subcommittee on Commerce, Manufacturing, and Trade hearing on Thursday, March 29, 2012. 

The Honorable Mary Bono Mack 

1. You testified that it is "well-established that consumers today simply aren't provided with 
enough insight to make informed choices, even when such choices are available." How do you 
know consumers are not informed rather than consumers simply choosing not to change the 
defaults when presented with choices? 

There is overwhelming evidence that consumers by and large do not understand commonplace data 
collection and transfer practices. For example, a recent study found that 62% of respondents believe that 
"[ilf a website has a privacy policy. it means that the site cannot share information about you with other 
companies, unless you give the website your permission:,1 When basic behavioral marketing techniques 
arc described to consumers, a considerable majority state that they would not permit such activity.2 
Moreover, privacy notices are not much help today in informing consumers about actual data practices. 
Companies are not required to provide information about actual practices, and corporate privacy policies 
are often written in legalistic boilerplate that the average consumer cannot understand (even if they had 
the unlimited time in which to read all these policies).3 

I appreciate that the online advertising industry has committed considerable time and resources to the 
DAA icon project, but I have no seen meaningful data to support the notion that consumers by and large 
understand what the icon means. Nor have I seen any user education efforts around the icon despite press 
releases committing to the same. Anecdotal conversations I have had with ordinary consumers not 
involved in policy circles suggest that a lot of Americans have not noticed the icons at all. And in the 
absence of a working "Do Not Track" mechanism, existing tools to opt out ofthe collection and use of 
behavioral data are insufficient' and confusing.s It is to the online industry's credit, however, that they at 
least allow for the opt out of the usage of behavioral data, as existing law has no such requirement for 
most consumer information, and there are few (if any) comparable self-regulatory standards around the 
omine transfer and use of derived consumer data.' 

I have no problem with people choosing to share information about themselves, including in exchange for 
goods and services. I do not believe it should be tbejob of Congress to prevent consumers from 
"oversharing" with friends or marketers even if I personally would make different choices. Consumers 

I Scott Turow et aI., Americans Reject Tailored Advertising and Three Activities that Enable It, September 29, 
2009, http://papers.ssrn.coln/soJ3/papers.cfm?abstract id'-" 14782 J 4. 
, fd: accord Zogby International, Polling Market Research, June 20 I 0, 
http: "/ww\v.prccursorblog.com/filcs/pdf/toplinc-report-kcy-findings,pdf; Harris Interactive/Westin Poll, April 10, 
2008, hnp://www.harrisintcractivc.com/han·is polliindex.asp'?PID=894; AnnenbergiSamuelson Privacy Policy 
Findings, November 9. 2007, 
http;,'/groups.ischool.berkcley.cdulsamuelsone!in ic/fi les/ an nen berg sam lie Ison a dvertisi ng. pd f. 
3 Aleecia McDonald and Lorrie Faith Cranor, The Cost of Reading Privacy Policies, liS: A Journal of Law and 
Policy lor the Information Society (2008 Privacy Year in Review issue), available at 
http://lorrie.cranor.org/pubs/readingPolicyCost-authorD ra ft. pd f. 
4 Wendy Davis, FTC's Brill: 'Do Not Track' Means Do Not Collect Data, MEDtAPOST, March 2, 2012, 
http://www.mediapost.com/publications/aI1icle/169317/ftcs-brill-do-not-track-means-do-not-collect-d.html. 
5 Peter Leon et aI., Why Johnny Can't Opt Out, October 31,20 II. 
http://www.cylab.cl11u.cduirescarchitechrcports!2011/trcylabIIOI7.htl11l. 
"Chris Hoofnagle, Privacy Self-Regulation: A Decade of Disappointment, March 4, 2005, 
http://epic.orgircportsidecadedisappoint.htrnl (noting failure of self-regulatory eff0l1s for offline data brokers). 
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should be empowered to make their own decisions about how and with whom to share personal 
information. However, for reasons discussed infi"a at Response to Chairman Bono Mack Question 3, 
existing law strongly disincentives companies from making clear, conspicuous, and detailed disclosures 
about data collection, usage, and retention practices. Privacy legislation should be introduced to require 
real transparency about privacy practices. 

2, You referenced the need for baseline privacy protection so that U,S. companies can be 
competitive in cloud services in the European Union (EU) because consumers and governments 
distrust U.S. companies with their personal information. A frequent criticism of EU regulators 
is that, while it is impossible for any company anywhere to comply with certain of their laws 
and regulations, the EU turns a blind eye to the infractions of EU companies and only enforces 
against U.S. companies. How much of the push to forego U.S.-based company products, such as 
cloud services, stems from distrust because the U.S. lacks a formal privacy law and how much 
stems from competitive favoritism? 

We have yet to see adequate privacy enforcement at all from European regulators - against American or 
European companies - resulting in inadequate protection of user privacy in Europe and uncertainty 
about the scope of the Data Protection Directive.' Certainly there has been aggressive action in recent 
months with regard to Google and Facebook, though given that no European company can claim as 
pervasive a web presence, it is difficult to say whether European companies would be treated differently. 

I do believe that criticiss of U.S. government access laws are, ifnot disingenuous, somewhat hypocritical. 
as European government access laws are in many cases at least as weak as American law and sometimes 
more so.' However, whether some European interests are motivated by protectionist instincts, privacy is 
regarded as a fundamental right in Europe and regulators I have sfoken with have expressed genuine 
concern about the lack of privacy protection in the United States. While advocacy against U.S. cloud 
storage may in some cases be overdetermined by both privacy concerns and self-interested favoritism, 
dissatisfaction about the lack of privacy protection rights in the United States is legitimately held by 
European institutions. 

3. In your testimony, you mentioned two recent and important FTC enforcement cases in the 
privacy realm - one against Google and the other against Faccbook. It would seem that the 
FTC has the tools it needs to protect consumers' privacy. Why do you believe we need 
legislation? 

I disagree with the premise that the Federal Trade Commission has sufficient tools to protect consumers' 
privacy. Setting aside significant resource issues, '0 the only law that the FTC can typically enforce to 

7 Lack of enforcement and the resulting uncertainty about the Directive's scope were identified by the European 
Commission as two of the primary problems that the proposed Data Protection Regulation are designed to solve. 
See Communication from the Commission to the European Parliament, the Council, the European Economic and 
Social Committee and the Committee of Rcgions, Safeguarding Privacy in a Connected World A European Data 
Protection Framework for the 21 st Century, 
hltp:! fcur-lcx.curopa.euILexU riScrvlLexUriServ .doouri~COM :20 12 :0009:FIN :EN:l ITM L. 
8 Winston Maxwell & Christopher Wolf, A Global Reality: Government Access in the Cloud, Hogan Lovells White 
Paper, May 23, 2012, 
htlp:/;www.hldataprotcction.com/uploads/tileil-logan~/o2OLovells%20\Vhitc%20Papcr%20Government%20Access% 

20to%20Cloud%20Data%20Paper%20( I ).pdf. 
9 European Convention on Human Rights, Article 8 ("Everyone has the right to respect for his private and family 
life, his home and his correspondence.") 
!O Peter Maass, Your FTC Privacy Watchdogs: Low-Tech. De/ensive, Toothless, WIRED, June 28, 2012, 
http://www.wired.com/threntleveli20 12i06/ftc- rai Ilall/. 
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protect privacy is Section 5 of the fTC Act which prohibits unfair or deceptive practices. for the most 
part. the fTC has only brought privacy enforcement actions in cases where there has been affirmative 
deception about privacy practices. That is, a company went out of its way to make a statement about 
privacy practices (which it didn't have to do) and then later acted in violation of that statement. 

In the Google Buzz case, Google had promised users that if it was going to use Gmail information for any 
purpose other than to provide Gmail service to uscrs, it would get uscr permission. In later pushing its 
failed Google Buzz service, Google violated that promise. Similarly, in the Facebook case, Facebook had 
promised users that they could control who saw their profile information. Later in December 2009, 
facebook modified its privacy controls to publicly expose some user information that had in many cases 
been restricted only to friends. 

However, under deceptive practices law, if Google and Facebook had never made those promises, the 
FTC would not have the authority to enforce against Google and facebook for misusing consumer 
information. Certainly, affirmative promises can mold consumer expectations. but in the absence of clear 
statements. it cannot be the case that consumers have no reasonable expectation that companies are going 
to treat their information fairly. 

for example, with regard to the Google Wifi case, where Google was collecting consumer information 
broadcast across unencrypted WiFi networks, the FTC was unable to act because Google had never 
promised not to collect that data, even though consumers should be able to reasonably expect that their 
wireless communications are not being surveilled." Even though Google was not utilizing the 
substantive contents of those communications, absent a promise not to do so, they and others may well be 
able to monitor and use those communications today under existing law. And by conditioning 
enforcement only on the promises that a company makes, the fTC is strongly discouraging companies 
from making any privacy promises at all. 

The FTC has aggressively exercised its unfairness jurisdiction in security cases for the past seven years, 
and has recently given indications that it may extend its unfairness authority to privacy cases as well. 
COT has argued that absent a baseline privacy law. the FTC should seek to enforce the application of the 
full range of Fair Information Practice Principles through its unfairness authority.'2 However. while the 
Supreme Court recently stated that an "invasion of privacy" constitutes a "legally cognizable harm,,,'3 it is 
unclear whether courts would uphold the premise that unfairness mandates that companies treat conSumer 
data fairly under the FIPPs. Without more precise legislative or judicial guidance, consumers and 
companies will operate in a realm of high uncertainty over how data must be treated under the law. We 
believe that it would be preferable to more clearly articulate the Fair Information Practice Principles in 
law. and to allow companies to propose safe harbor programs to gain deemed compliance for that law, as 
has been proposed in legislation introduced by Representative Stearns, Representative Rush, Senators 
Kerry and McCain, as well as by the European Commission. 

4. There are examples where multi-stakeholder processes have yielded solid results. In this 
context, however, the various stakeholders' positions are grounded in ideology. With the 
spectrum of that ideology running so broadly, do you believe the multi-stakeholder process can 
work? 

" lei. 
Refocusing the FTC's role in Privacy Protection, Comments of the Center for Democracy & Technology in 

regards to the FTC's Consumer Privacy Roundtable, November 6. 2009 
DJ!.ps:l!wwvv.cdLorgiprivacvI20091105 ftc priv cOIllIJ]£nts.pdf. 
11 (iniled Siales v. Alvarez. 567 U.S. (2012), slip op. at 6-7. 
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I share the concern that absent privacy legislation (or at least more robust FTC enforcement under 
unfairness), companies will be in many cases not sufficiently incentivized to participate in a 
multistakeholder process (0 negotiate strong privacy protections for consumers." For this reason, we 
believe that comprehensive privacy legislation should be enacted that allows for the development of 
voluntary codes of conduct for individual industries to apply the Fair Information Practice Principles to 
their particular environment. While COT believes that these codes of conduct would best be worked out 
in a multistakeholder setting allowing for robust (and early) input from advocates and regulators, we 
would also support codes developed solely by industry if those codes offered sufficiently privacy 
protections and were specifically endorsed by the FTC (as provided for in the Rush bill). However, we 
think a code devclopcd in a multistakeholder format would be more likely to offer strong protections and 
win the FTC's approval. 

5. You opined that the self-regulatory approach has been a "general failure" and that we need 
some sort of legislation to set the baseline so the FTC can presumably prosecute those who do 
not comply with basic privacy practices. However, in its case against Frostwire last year, the 
FTC established unfairness by arguing that Frostwire employed default settings that were 
contrary to standard industry practice and that as a result of having different prior experience 
with other file sharing software, a significant number of consumers could not reasonably avoid 
unwitting public sharing. The FTC also argued that the non-standard product design 
conferred no benefits on Users. Would you agree this demonstrates that self-regulation works 
and that the FTC has the authority to proseeute outliers without additional legislation ? 

I do not consider the Frostwire case to bc a privacy case, but rather a security case that is consistent with 
the FTC's security enforcement actions of the last scveral years. In those cases, the FTC has said that 
failing to utilize reasonable and industry-standard practices to ensure that consumer data is not 
accidentally exposed to potentially malicious actors constitutcs an unfair business practice. It is important 
to note Frostwire was not trying to encourage users to share information in ways they didn't expect; 
rather, they happened to design their software poorly in way that exposed user data. Frostwire did not 
benefit in any way from this feature, which they subscquently called a bug and fixed immediately after it 
was brought to their attention. 15 

To date, the FTC has failed to extend this concept to privacy cases by arguing that intentional collection. 
use. retention, and/or transfer of consumer data for a commercial purpose could constitute an unfair 
practice - whether consistent with industry practices or not. If the FTC were to use unfairness to act 
against bad privacy practices, industry codes of conduct should constitute one factor in determining what 
violates a Fair Information Practice Principle but should hardly be dispositive. Industry self-regulation 
and codes of conduct do provide substantive protections for consumers, but by and large they are too 
weak in many areas. For example, COT has previously criticized industry definitions of "sensitive health 
information" as too narrow, as they encompass only "pharmaceutical prescriptions or medical records" 
but not web searches or page views on sites related to medical conditions. 16 Similarly, the Digital 

" Justin Brookman, Two Steps Fonvardjbr Priva,y, CDT l3Iog, February 24, 2012, 
httPS:i/WWw.cdt.org!blol!s/justin-brookman/2402two-steps-forward-privacy. 
15 How an FTC Complaint Helped Frostwire Become Better, GAMf'CLJLTURE, October 12,2011, 
http://gamepolitics.comI:1011/1 01] 2/how-ftc-complaint-helped-frostwirc-become-bettcr. 
'6 Chart, ONLINE BEHAVIORAL ADVERTISING: INDUSTRY'S CURRENT SELF-REGULATORY 
FRAMEWORK IS NECESSARY, BUT STILL INSUFFICIENT ON ITS OWN TO PROTECT 
CONSUMERS, December 2009, at 4 
https:/lwww<cdt.org/files!pd(<;/CDT%200nlinc%20Beh~tvioral%20AdvcrtisiD~20Report%20Comparison%20Char 

tu2M 
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Advertising Alliance's Self-Regulatory Principles for Multi-Site Data," while a considerable 
improvement over previous efforts, have been widely criticized as an inadequate respoDse to calls for "Do 
Not Track" as they allow for substantial collection and retention of consumer data by third parties and 
focus instead on merely limiting use for targeting ads. IS 

Moreover, industry self-regulation only works (to the extent it works at all) when industry is under 
intense scrutiny trom regulators and advocates. As Professor Peter Swire testified in yesterday's Senate 
Commerce hearing on privacy, the history of internet self-regulation has shown that when regulators' 
attention is distracted by other issues, self-regulatory programs have a tendency to fall apart. 19 While we 
currently live in a time of intense interest in privacy and tracking issues, improved self-regulatory efforts 
are likely to degenerate ifthe lens of the press and regulators is turned to other topics, leaving consumers 
without adequate protection of their privacy. 

6. You testified voluntary codes must be endorsed by the FTC to gain consumer trust. Do you 
believe the advertising industry's code has gained consumer trust? 

As noted above in my answer to Chairman Bono Mack's Question I, it would be very hard to argue that 
the advertising industry code has yet gained widespread consumer trust. At this point in time, behavioral 
tracking is not an above-board exchange of value for online content. Today, many users understand that 
advertising funds the content they view on the internet, but the tracking is still in most cases obscure to 
them; they are not making an affirmative choice to provide their data in exchange for content. If 
consumers were to decide to share information about themselves in exchange for more or better content, 
or in lieu of paying, I believe that would be a perfectly legitimate market decision. However, I do not 
believe that is what is happening today. 

Thc Honorable Cliff Stearns 

1. At the hearing wc heard that allowing all consumcrs to access whatevcr data companies have 
about them prcsents significant technical challenges and could actually increase risk to 
consumers. But what about a narrower bill that would allow consumers to ask companics for 
categories of information that companies have on them. Wouldn't this allcviate the risk of 
harm to the consumer and burden on the company while at thc samc time help educate 
consumers on data collection? 

While CDT strongly believes that a comprehensive privacy bill that incorporates all the Fair Information 
Practice Principles would be best both for companies and consumers, a narrower bill that encompasses a 
subset of the FIPPs or even just one - would constitute a marginal improvement for consumes, unless 
that legislation forestalled legislative process on broader privacy protections. CDT has previously 
testitled" in support of information broker access provisions as part of data breach notification laws in the 

17 Website. Digital Advertising Alliance's Self-Regulatory Principles for Multi-Site Data, 
http://www.aboutat.ls.info!resource/download/Multi-Site-Data-Principles.pdf. 
"Wendy Davis, Lawmakers to W3C: Do-Not-Track Means Do-Not Coliect, MEDIAPOST, June 19,2012, 
hHp:/! W\VW. In cd i aRost. com! pu b I icatians/artie Ie! 1 771 40/1 awmakers ~ to-wJc-do-not ~track -means-do-not-co lice. I1tm I. 
J<) Testimony of Peter Swire before the Senate Committee of Commerce, Science, and Transportation, on "The Need 
for Privacy Protections: Is Self-Regulation Adequate?" June 28, 2012, 
http://cornmercc,senate, gov/public!?a'''--Filcs.Servc&Filc id=4c73aa3c-5 616-42d6-b6 fe-3 I e3ec6ad I ca. 
20 Testimony of David Sohn before the House Subcommittee on Commerce, Trade, and Consumer Protection. U.S. 
House of Representatives Committee on Energy and Commerce on "H.R. 2221, the Data Accountability and Trust 
Act and H.R. 1319, the Informed P2P User Act," May 5, 2009, https:iiwww.cdt.org!testimony!testimony-david
~gh.tl-subfQmmittec-commercc-trade-and-consumer-protection-us-house-represen. 
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However, a bill that mcrely provided consumers with information about the categories of information that 
a company collected and retained about them would be of relatively limited utility. While such a bill 
would obviate the security risk that data access necessarily creates, it would on the other hand not inform 
consumcrs when data held about them is simply wrong, prevcnting thcm from correcting inaccurate 
consumer records. 

2. Arc you familiar with my bill, n.R. 1528, thc Consumcr Privacy Protection Act of 2011? This 
bill calls for clear, easy to understand privacy policy statements and provides for the FTC to 
approve a five-year self-regulatory program. Would you support this bill advancing through 
the Subcommittee? 

While I am heartened to see good faith, bipartisan efforts to help safeguard user privacy, I do not believe 
that H.R. 1528 provides sufficient privacy protections in its current iteration. The transparency provisions 
only require that companies make statements about what they may do with data - not what they actually 
do. To this extent, these transparency statements would likely just mirror existing web privacy policies, 
which are already mandated by California law, and which have proven to be ineffective in meaningfully 
protecting user privacy online. As noted above in response to Chairman Bono Mack's Questions 1,3, 
absent a requirement to actually describe privacy practices, Section 5 of the FTC Act encourages 
companies to merely assert a broad reservation of rights that consumers are unlikely to pay attention to. 

Moreover, limiting the bill's application to "personally identifiable information" makes less sense in the 
digital age when the line between identifiable and pseudonymous data is increasingly shrinking and 
people live more and more of their lives online where their experiences can be dramatically shaped just 
by the collection and use of pseudonymous data." For this reason, the Federal Trade Commission has 
moved away from a reliance on PI!, as the relevance of that line has "blurred" in recent years." 
Certainly, focusing only on PI! would have no etTect whatsoever on most online behavioral advertising, 
which consumers have expressed significant concerns about and which has dominated (for better or 
worse) many privacy discussions and self-regulatory efforts in recent years (see Response to Chairman 
Bono Mack's Questions 1,5 supra). 

Furthermore, while mandating choice about secondary usage and transfer of data is a bold and welcome 
move, the caveat that "information-sharing affiliates" are outside the choice mechanism seems to swallow 
this rule. Companies can avoid consumer choice merely by committing to follow another company's 
privacy policy. Ifthat privacy policy can unconditionally assert the right to share with any and all third 
parties, there is no reason why every company wouldn't gladly agree to be a bound information-sharing 
affiliate under this rule. 

Finally, relying only on notice and choice is unlikely to be sufficient to fully protect user privacy." Other 
concepts like data minimization and accuracy (see Response to Representative Stearns' Question 1) must 
be addressed as well. Last year, I testified before this committee on the Sony data breach, when it was 
reported that Sony had been storing in public-facing databases old credit card information that it no longer 

11 Comments ofthe Center for Democracy & Technology before the Federal Trade Commission, "Protecting 
Consumer Privacy in an Era of Rapid Change" (Interim FTC Privacy Report), February 18,2011 at 3, 
https:l!www.cdt.orgifiles/pdfs!20 110218 ftc comments.pdf. 
22 FTC Report, Protecting Consumer Privacy in an Era of Rapid Change, 
http://www,ftc.gov/os/2012!031120326privacyrcport.pdt: 

" Jd 
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needed." Privacy law should also require companies to only collect personal information they need, and 

to get rid of data that is no longer necessary for the original (or closely related) purposes. To fully protect 
user privacy, comprehensive privacy law must address the full range of Fair Information Practice 
Principles. 

04 Testimony of Justin Brookman before the House Subcommittee on Commerce, Manufacturing, and Trade, "The 
Threat to Data Theft to American Consumers," May 4, 2011, 
http://republicans.energycommerce.house.gov/Mcdiaifile/HearinesiCMTi05041I /Brookman.pdf. 
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