Ground Truth Systems for Object Recognition and Tracking

Afzal Godil
Roger Eastman
Tsai Hong Hong

http://dx.doi.org/10.6028/NIST.IR.7923
Ground Truth Systems for Object Recognition and Tracking

Afzal Godil
Information Access Division
Information Technology Laboratory

Roger Eastman
Tsai Hong Hong
Intelligent Systems Division
Engineering Laboratory

http://dx.doi.org/10.6028/NIST.IR.7923

March 2013
ACKNOWLEDGEMENTS
The authors wish to give special thanks to Stacy Bruss of the NIST Research Library who provided the initial set of reference papers.

DISCLAIMER
Certain commercial equipment, instruments, or materials are identified in this paper to foster understanding. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.
1. Abstract:

In this report we discuss different types of ground-truth systems used for evaluation of object recognition and tracking systems in industrial manufacturing environments. We discuss four main ways of acquiring ground truth for object recognition and tracking: 1) physics-based simulation ground-truth systems, 2) manual annotation or labeling of ground-truth systems, 3) platform-based ground-truth systems, and 4) physically-based ground-truth systems. We also include a separate discussion of motion capture systems, a special case of physically-based ground-truth systems focused on human tracking. We discuss previous efforts and discuss the different physical quantities used for ground-truth systems. Currently, there are no solid, universal solutions for ground truth measurements for human and object detection and tracking. There are a number of partial solutions suitable for specific applications, with varying drawbacks.

2. Introduction

Object recognition and tracking are among the most common and challenging tasks that a robotic perception system has to accomplish to support more complex perception tasks such as identifying meaningful events and activities. In our study, an object can be a robot, an Automated Guided Vehicles (AGV), a person or limb, a queue of people, an assembly, a component, a part, a product on an assembly line, or any other object which may need to be identified in an industrial environment. The goal of object recognition is to correctly identify objects that are present in a 3D scene from sensor data. This is a challenging task since the scene could have clutter, objects could occlude each other, and there could also be illumination or viewpoint variations.

Object recognition and localization is important in many practical applications such as manufacturing automation, navigation, part inspection, and computer aided design/computer aided manufacturing (CAD/CAM), among others. Our main interest is in object recognition for manufacturing applications in a dynamic indoor factory environment. We assume for this report we are monitoring people, robots, AGVs, conveyer belts, parts, semi-completed assemblies, and other typical objects in a fixed, indoor work cell. We want to monitor people and these objects to improve the performance and safety of automation, so robots and similar systems can interact with their environment. We emphasize the recovery of position, motion, pose, and classification data, so we can determine if a person is walking across the cell, or if a particular type of engine part is on its side on a table. We are less concerned with the identification of individual people or parts (so the recovery of a name of a person, or serial number of a part, are not a priority but may be possible with the systems we consider) and we are not at all concerned with recovery of shape data. For the latter, we assume we have a priori knowledge of the shape of objects, such a CAD model of parts. The following scenarios are those for which we would like to capture ground truth data:

- Human detection and tracking for safety
- Articulated human motion tracking
- Action and activity recognition
- Human robot collaboration
- Detection and tracking of parts and assemblies
- Pose determination of parts for robot grasping

The basis with which to evaluate the strengths of different object recognition algorithms is to compare algorithm results for a set of tasks with known ground-truth based on standardized performance metrics, such as identification accuracy, geometric position accuracy, or robustness to scene complexity. The tasks, the ground truth data, and different performance metrics should allow researchers to fully understand the strengths and limitations of different approaches and are an essential step towards establishing the credibility of object recognition for real time manufacturing applications.

To reliably evaluate the performance of systems that localize and recognize objects, the ground truth system needs to be more accurate than the system under test. Typically the ground truth system measurements should be an order of magnitude greater than those obtained by the system being evaluated. Since the system is to be used in a dynamic environment, the spatial and temporal resolution should be high enough to resolve the motions of the objects to avoid motion blur. We also want the ground truth system to have adequate spatial resolution to resolve the locations of the objects. There are a number of issues that need to be resolved for a successful evaluation, such as synchronization, latency issues, and time drift between the ground truth system and the system under test. Some of these issues are specific to a particular system and/or to the problems they solve.

For systems that only recognize objects, the ground truth system needs to know the identities of all the objects with a very high probability of correctness compared to the system under test. Ideally, ground truth identity should be known perfectly. For some of the stationary object recognition tests, the ground truth identity is exact, since the experimenter places known objects in the scene. For some tests with moving objects or sensors, if we know the identities and locations of all the objects at the
start, then if we can track them accurately we will also know their identities throughout the test. There are some more complex scenarios where we might not know a priori the identities of parts, such as when parts appear randomly on a conveyer-belt or are randomly dropped into a bin for testing. In these cases we need to rely on ground truth identification systems. An advantage of autonomous identification systems is the ability to use them to conduct large-scale randomized tests.

3. Ground-truth systems

We organize ground-truth systems for object recognition and tracking into four categories: 1) physics based simulation, 2) annotation/label based systems, 3) platform-based systems, and 4) physically-based ground-truth systems, with the special case of motion capture systems broken out for separate review. The following subsections discuss each category, with emphasis on the physical space systems, which we conclude are most appropriate for the evaluation of real-time object recognition and localization systems for robotics and manufacturing applications.

3.1. Physics Based Simulation Ground Truth Systems

The factory floor environment including people, robots, conveyer belts, and other equipment in different scenarios (tasks) can be simulated with a physics-based simulation and modeling program, such as the one shown in Figure 1 [81]. Based on the simulation, realistic synthetic images can be rendered with real-time or offline rendering programs [1] (e.g., OpenRT, real-time Raytracing, Renderman, Renderer 2.0, Blender). Since we simulated the environment, we know the exact spatial and temporal location of every part/sub-part and hence the exact ground truth is known. On the other hand, sensor data generated from a simulation does not exactly match real world sensor data despite advances in algorithms for realistic graphics generation. The performance of object recognition and tracking algorithms on synthetic images will differ from that on real images because sensor noise types and levels are not yet modeled with sufficient fidelity. English et al. [19] showed that for verification and validation processes, the best solution to the evaluation problem may be through synthetic data generated by physics-based simulation. To evaluate a pose estimation algorithm applied to range data in a bin picking algorithm, Park et al. [80] generated synthetic images by dropping a large number of parts with a physics-based simulation. The authors used the simulated data both to generate a priori statistics for likely part orientation, and to evaluate their pose algorithm. They also used data from real world experiments in their evaluation, but with limited metrics since they had no ground truth.

Physics based simulation can be applied to any scenarios where suitably accurate physical models exist. There are three ways in which it can have an advantage over monitoring in real environments:

1) Usually there is cost savings associated with physics-based simulation, since there is less need of expensive equipment for experiments and experiments are often time consuming to conduct; initially many problems can be modeled and simulated. However, effective simulations can be expensive to create – the payoff may come with standardized simulation systems that support many scenarios and many different objects.

2) Complex scenes with many objects including occlusion and clutter as in the case of bin picking can be simulated by dropping multiple objects randomly, whereas it might be more difficult and expensive to capture the ground truth locations and poses of all these objects in a real environment, as shown in Figure 2.

3) Human safety can be assured, and there are no issues with institutional human subjects review.

However, physics based modeling can be limited in producing accurate sensor data, as those models are not yet mature.
Figure 1a and 1b. show physics based modeling and simulation of a factory floor environment. [Permission granted by the author [81] to use the Figures]

Figure 2. Synthetically generated scene images with physics based simulation and modeling. Three bins with: a) 20 T-pipe models, b) 30 bolt models, c) 20 elbow pipe models in each bin [Permission granted by the author [80] to use the Figure]
3.2. Annotation/Label Based Ground-Truth Systems

One popular way to create ground truth for object detection and tracking is by human annotation of images (including video and depth images). One of the commonly-used desktop tools for video annotation is VIPER-GT [2] as shown in Figure 3, where users can annotate by drawing a bounding box around an object, indicating its identity and providing detailed spatial and temporal information. A survey paper on video annotation tools is the paper by Dasiopoulou et al. [3] which discusses tools such as: SWAD, an RDF based image annotation tool [4], Caliph, an MPEG-7 based image annotation tool [5], Anvil [6], a tool that supports audiovisual content annotation, SVAS [7], a Semantic Video Annotation Suite, and many others.

LabelMe [8] is a web-based tool for image annotation and has been widely used for creating very large imaging benchmarks [79], including for the Pascal visual object classes challenge [77] and TinyImages [78]. Figure 4 shows a screenshot of LabelMe in use. It allows the annotation boundaries to be drawn along the actual boundaries of the object instead of drawing bounding boxes as in other annotation tools. Crowd-sourced annotation of images and video can be accomplished at low cost through platforms such as Amazon Mechanical Turk (MTurk). This has revolutionized the annotation of static and dynamic image datasets and has led to massive image and video datasets. Figure 5 and Figure 6 show a crowdsourcing annotation tool for video that is described in [9]. Human detection and tracking is an essential step for pose estimation and articulated human motion analysis. A large number of datasets based on annotation are available for evaluating people detection and tracking algorithms [11, 12, 13, 14, 15, 16, 17, 18]. However, these datasets typically only provide a bounding box around a person as ground truth and so are of limited use for pose estimation and articulated human motion analysis. Finally, in the KITTI Vision Benchmark Suite for Autonomous Driving [10], the 3D laser range data are annotated by drawing 3D bounding boxes around cars in the data as shown in Figure 7.

Figure 3. Shows annotation of video using VIPER-GT on a desktop. The two human subjects have been outlined by a bounding box. [Permission granted by the author [2] to use the Figure]
Figure 4. The LabelMe tool is shown in use. The user has the option of annotating any object by dragging the mouse along the boundary of the object and indicating its identity. They can annotate as many objects as they want. [Permission granted by the author [8] to use the Figure]

Figure 5. Shows the annotation of video by crowd sourcing. [Permission granted by the author [9] to use the Figure]
Figure 6. Shows the user interface of a crowd-sourcing tool for interactive video annotation. Users can play the video, draw bounding boxes around objects of interest, and track each object throughout the time line. [Permission granted by the author [9] to use the Figure]

Figure 7. Annotation of 3D range data by drawing a 3D bounding box around cars and people. [Permission granted by the author [10] to use the Figure]

Annotation can be done automatically, producing a dataset to be distributed to researchers but not offering real-time ground truth. A video dataset with ground truth data for human tracking is the Carnegie Mellon University (CMU) Motion of Body (MoBo) Database [20]. Initially developed for gait analysis, it has also proved useful in analyzing the performance of articulated tracking algorithms [20, 21, 22]. While the initial dataset contains an extensive collection of walking motions, the CMU Multi-Modal Activity Database (CMU-MMAC) database [23] contains multimodal data of subjects performing cooking and food preparation tasks. The data were collected with three high definition video cameras while the ground truth data were collected with a Vicon motion capture (MoCap) system and Inertial Measurement Units. (Motion capture systems for real-time ground truth are discussed again in Section 3.5.)

The synchronized video and motion capture dataset for evaluation of articulated human motion (HumanEva) dataset [28, 29] is the most widely used dataset data set where actions of a single person have been captured by multi camera video together with marker-based motion capture data obtained using the Vicon MoCap system. Synchronization of the sensors for the HumanEva data was done by software in [28] and by a hardware trigger in [29]. The main drawback of some of the datasets is that there is only one person in the environment at a time, so there is no person-to-person occlusion. Other datasets do include multiple people. One is the Utrecht Multi-Person Motion (UMPM) Benchmark [30] that includes a collection of multi-person video recordings together with ground truth based on Vicon MoCap data. It is intended to be used for assessing the quality of
methods for pose estimation and articulated motion analysis of multiple persons using video data from single or multiple cameras.

Annotation-based approaches are typically applied to scenarios where a scene is monitored by an image or video sensor suitable for human interpretation, have the following advantages over real-time monitoring:

a) Complex scenes and behaviors can be annotated by hand when effective algorithms do not exist.
b) The software is often free, allowing a low-cost entry into the project.
c) The resulting annotated data supports analysis by multiple groups using multiple algorithms, so repeatability is good and cross-comparisons easily made.

Disadvantages include the labor cost of performing annotation, the variable and often unknown accuracy and reliability of the labels, and the fact that the annotations are mainly based on the images and recorded in sensor-based coordinates instead of 3D world coordinates.

3.3. Platform-based Ground Truth Systems

Platform-based systems give ground truth for object pose by placing the object on a platform that fixes the pose in advance of a test. There is no need to sense object position unless greater precision is needed than the fixture can provide. Object identity is also known in advance.

In Marvel et al. [39], the authors discuss multiple platform-based systems developed to estimate poses of objects in 6 degree of freedom (6DOF) Cartesian space (X, Y, and Z coordinates plus roll, pitch, and yaw) to determine performance and measurement accuracy of different systems. They describe three 6DOF ground truth systems utilized at the National Institute of Standards and Technology (NIST) (as shown in Figure 9): a laser-tracker-based system for pose measurement while the object is moving, an aluminum fixture-based system that can be used to fix the pose of an object while it is static, and a modular, medium-density fiberboard (MDF) fixturing system for location and pose, for static objects. The authors provide descriptions, characterizations, and measured accuracies of these systems. The NIST systems were inspired in part by previous work (Radu et al. [40]) using a pan-tilt mechanism to control a platform.

The systems share the characteristic that a single object is held on a platform so that its pose is precisely known. The first system uses a robot arm, the second a rotatable metal stage, and the third a fiberboard fixture. In that order, the three have decreasing accuracy – the robot arm with laser tracker is accurate to about 1/100 of a millimeter in position and 3/100 of a degree in rotation; the metal platform is accurate to about a half a millimeter in position and 1/6 of a degree in rotation; and the fiberboard accurate to about 2/3 mm in position and 1/6 of a degree in rotation. Similarly, the three decline in precision – the robot arm can be oriented with repeatability to several decimal places (in degrees), the rotating platform has repeatable fixed stops at limited orientations, and the fiberboard is constructed with stops at 15° intervals. The first two can be made to move dynamically, while the fiberboard must be configured for each test. If the robot arm is precise enough in its movements, it alone can be used to define a ground truth pose. In the NIST system, the known robot position is further refined by a laser tracker.

Figure 9. Shows the three systems developed and tested at NIST. [Permission granted by the author [39] to use the Figure]

Marvel et al. [41] presented the results and performance metrics of the 2011 Perception Challenge. The artifacts used in the challenge and the ground truth rig with the sensor are shown in Figure 10.
Platform based systems have the following advantages over other options:

a) There is a potential of low cost, although increasing precision and accuracy can be expensive.

b) The desired pose and location can be set in advance, although possibly in limited increments.

Motion can be included, if a suitable conveyer or robot can be set to the required motion and accuracy. There is a potential to use robot arms with known repeatability to simulate the motion of a part. The disadvantages of the approach include the limited position options for the low cost systems, the artificiality of the scenario, and the difficulty of integrating multiple objects, clutter, and complex backgrounds. This approach is best for measuring pose and location of smaller individual parts.

3.4. **Physically-Sensed Ground Truth Systems**

In these systems, some physical element of the object is remotely sensed to determine pose and/or identity. The main physical quantities that have been identified for localization are radio frequency, optics (photonic), sound, and less frequently inertial data and contact or touch. We review these technologies by physical quantity, and then discuss a set of metrics by which the performance of different localization systems can be evaluated, such as static and dynamic accuracy, static and dynamic precision, scalability, range, and cost. We will then review the main technologies and classify them based on the physical quantity. There are a number of important performance metrics for identification and localization including accuracy, precision, update rate, degrees of freedom, dynamic vs. static data acquisition, number of tracking objects, latency, work volume, cost, and time to identify the object. In this paper we will not address all of these issues, as our intent is an initial survey of feasible methods. There are a number of review papers on localization [42-46, and 84].

Some ground truth systems can identify and localize objects, while others can mainly identify objects and others can mainly localize objects. It is also possible to have hybrid systems effective for both identification and localization. Since at time t=0 we know the identities and locations of all the objects, and if we can track the objects very accurately then we also know the identities of these objects at time t>0.

Another issue to clarify is the nature of any required markers. To clarify terminology, we will define active markers or targets as those that broadcast or communicate with the detection system; compliant markers or targets are those that passively reflect a detector’s signal; and markerless systems are those that work without the need of markers.

Optical positioning systems are currently the dominant ground truth technique that cover a wide area of applications at all levels of accuracy and cost, with its main application in the sub-millimeter domain for close range (one meter or less). The achievements of optical methods originate from improvements including cost reduction, miniaturization of actuators, and particularly with better performance of the detectors (Charge-Coupled Device (CCD)). A comprehensive survey of optical positioning systems can be found in [43, 46]. Optical systems provide high accuracy, but they require line of sight to an object (hence are affected by occlusion) and are impacted by interference of light signals from fluorescent lights and sunlight.

The alternatives to optical positioning systems are typically radio based, such as Radio Frequency Identification (RFID), Bluetooth, or Ultra-Wide Band (UWB). Similar in purpose to the optical internal GPS (Global Positioning System) systems,
wireless indoor positioning systems are widely used to locate people and objects within an indoor environment. These systems are very good at identification but are not very accurate in positioning. These systems are used in different application domains, such as locating products stored in a warehouse, positioning workers on a factory floor, positioning a first responder in a building, or locating medical personnel or patients in a hospital. There are a number of good survey papers on wireless positioning systems [42][44]. Wireless systems are widely used because they can cover very large areas.

3.4.1. Indoor GPS systems

This subsection covers five systems that require either larger active targets, or sensors, on the object and so are only suitable for larger objects that can carry the weight. Some are designed for navigation of mobile robots.

The Nikon iGPS system [83] as shown in Figure 11 is a 3D high precision commercial measurement system based on laser transmission and receivers to determine the 3D pose of static or moving objects. It is modular, suitable for large or small volumes, and can enable factory-wide localization of multiple objects with high accuracy. It is widely used by industrial manufacturers both for positioning and tracking applications and for robotic control. An iGPS system consists of two or more static transmitters Figure 11., which continuously send out two rotating fan-shaped laser beams and a reference infrared pulse. Based on the Time Difference of Arrival (TDoA) between the three sources, the relative positions of the receivers with respect to the transmitters are determined.

![Figure 11. Shows an iGPS transmitter and two sensor receiver bars. [Permission granted by the company][83] to use the Figure](image)

The manufacturer specified static accuracy of 3D positions measured using the iGPS is 0.2 mm and the measurement rate is 40 Hz. A typical measurement volume based on four to eight transmitters is 1200 m³. A detailed system analysis is presented by Schmitt et al. [47] and Mosqueira et al. [48]. Wang et al. [49] showed that the tracking accuracy is similar for speeds below 10 cm/s. However, as speed of an object is increased, the tracking accuracy goes down, to where at 1 m/s, the mean tracking error can be in the order of 3 mm to 4 mm. In another study, dynamic results presented are much better; Depenthal [50] showed that when tracking objects at velocities of 3 m/s, the 3D position deviation is less than 0.3 mm. Depenthal also described the experimental comparison of the dynamic tracking performance between an iGPS and a laser tracker and showed that the iGPS performed well under dynamic conditions. Depenthal also proposed a novel method for dynamic repeatability comparisons of tracking systems, by using four iGPS transmitters arranged around the rotating arm and a scale bar used for bundling as shown in Figure 12. The iGPS can be effective for collecting very accurate localization ground truth for moving objects in manufacturing environments.
Tilch and Mautz [51] of the Institute of Geodesy and Photogrammetry, ETH (Swiss Federal Institute of Technology) Zurich have developed the CLIPS (Camera and Laser based Indoor Positioning System) to determine the pose of an object using a mobile camera with respect to a laser hedgehog as shown in Figure 13 (right side). The hedgehog emits laser-beams from a virtual central location, which is like an inverse camera. By viewing the bright laser spots that are projected on any surface (e.g., ceiling, walls) without knowing any specific structure of the scene as shown in Figure 13 (left side), the relative positions and orientations of the camera and the laser hedgehog can be computed. Point tracking is achieved at frame rates of 15 Hz and the reported accuracy of the camera position is sub-millimeter. This type of system can be very effective for collecting very accurate localization ground truth for moving objects in manufacturing environments. The system is a prototype, the reported accuracy [51, 84] is 0.5 mm, the cost is 1000 Euro, the frame rate is 30 Hz, and the coverage area is (35 x 35) m.
robot is determined based on triangulation from infrared light spots, emitted from one or more infrared LEDs (Light Emitting Diodes). Each mobile unit can be equipped with an infrared detector and projector that allow determination of the relative orientation between mobile devices. The reported positioning accuracy is on the order of a few centimeters and the system has a 10 Hz update rate. Many configurations are possible where the projector or the detector is stationary as shown in Figure 14. This system can be used for collecting localization ground truth for moving objects in manufacturing environments. The system reported accuracy [52, 84] is on the order of centimeters and decimeters, the cost is US $1500, the frame rate is 10 Hz, and the coverage area is 35 m².

![Figure 14. Different possible configuration of the NorthStar system.](image)

The Sky-Trax system [53] is an optical navigation system for forklift trucks in warehouses and for tracking the locations of materials and equipment inside warehouses and factories. Coded reference markers as shown Figure 15, are installed on the ceilings along the paths. On the top of each forklift, an optical camera takes pictures that are sent to a central server where they are processed and the position is determined based on triangulation. The position accuracy is reported to be +/− a few centimeters. The reported accuracy of the system is [53, 84] is 2 cm to 30 cm and the coverage area is scalable.

![Figure 15. The coded markers as used by Sky-Trax system are shown.](image)

The StarGazer system [54] is specifically designed for robot positioning and is based on retro reflective targets mounted on the
An infrared camera views different point patterns that are actively illuminated by an infrared light source. Based on the points uniquely arranged on a 3 × 3 or 4 × 4 grid on the targets, a room can be identified and the pose of the roving camera can be determined within decimeter level accuracy. The system has a reported accuracy [54, 84] on the order of centimeters to decimeters, costs US $1000, has a frame rate of 20 Hz, and the coverage area is scalable. This system can also be used for collecting localization ground truth for moving objects in manufacturing environments, if the object can support the mounted camera.

The five optical GPS systems share the characteristics of being designed for indoor use, working over large, scalable volumes, using relatively heavy targets or sensors on the object being tracked, and being off the shelf commercial systems. Their advantages are the large working volume, the known performance, and the commercial availability. They are useful for larger objects in larger, open rooms.

### 3.4.2. Optically Based Augmented Reality Tags

Visual fiducials [55], passive compliant markers used for optical tracking, have been used in many applications for a number of years. They can be simple circles, points, or squares, and used for identification and pose estimation. Simple, circular markers may need to be used in sets of three or more to determine pose, while other shapes like squares support pose from a single marker. Recently, the most vigorous research has focused on their use in Augmented Reality (AR) applications [56, 57], leading to the term AR tags and the popularization of the square format. Although related to other 2D barcode systems, visual fiducials have a small information payload and are designed to be automatically detected and localized. Visual fiducial systems provide relative position and orientation of a tag and can detect a number of tags in an image. The orientation estimation of a single tag is usually poor. This problem has been addressed by a novel method, based on variable moiré patterns [58]. Some of these patterns are shown Figure 16. These tags can be used to obtain both localization and identification ground truth for stationary and moving objects in manufacturing environments. Some of these systems are commercially available systems and some are prototypes. The expense can be minimal since open-source systems exist. Since the system performance is dependent on the resolution of the camera, the speed of the computer, and the specific tag system used, the performance is not easily quantifiable. The reported data in [58] is (10 to 15) frames per second angular accuracy of about 1° about all three axes in a limited range of front-facing angles, position accuracy of about a centimeter, and the working range up to about 3 m.

Visual fiducials are a special case of barcodes that provide pose and location data. For identification alone, 1D and 2D bar codes can be used [85]. They are already widely used in manufacturing and logistics for material tracking and inventory. Military standard 1D LOGMARS (Code 39) is required by the U.S. Defense Department for inventory labeling in some contracts, and the standard is open for general industrial use. Matrix, or 2D, codes can carry more information on a small scale making them better for smaller parts.

![Figure 16. Different types of existing planar markers (coded targets). (Art-toolkit, Art-tag, Maxi code, Data matrix symbols, Concentric Rings, etc.). [Permission granted by the authors [55, 56, 57, 58] to use the Figure)](image-url)
If we generalize from fixed barcodes, any known and fixed texture, such as logos on commercial packaging, can be used for product identification as well as pose and location. There are commercial and open source systems based on visual pattern recognition technology that provide reliable and robust vision solutions for particular categories of objects [75, 76]. As in the NIST Perception Challenge discussed previously, the objects should have areas of flat texture.

In a second generalization, active optical systems illuminate one LED or multiple LEDs and powering each LED marker successively in phase with the capture system provides a unique identification of each. These are in effect temporal bar codes. The ability to identify each marker in this manner is useful in real-time applications and for collecting data from large numbers of objects and people [68]. Time modulated active markers based on high-speed cameras, and systems used for tracking [69], also provide unique identification. The main drawbacks of these optical systems are that line of sight is required and the targets have small information payload.

Visual fiducials and barcodes are inexpensive, widely used technologies that can provide ground truth for identification, pose, and location. Cost, performance, and work volume vary. If used to provide ground truth for testing optical systems, these targets have the disadvantage of being highly visible so they can give systems under test unwanted information. Also, they typically require flat surfaces, but can be attached to a base or fixture that accompanies an object. Line of sight can also be a problem.

### 3.4.3. Radio based systems

Radio frequency based systems [61, 62] are widely used for identification, and less so for localization. They can provide a large payload of information about the detected objects. Unlike optical systems, these systems do not require line of sight and can be embedded in the tracking object, and can be invisible to optical tracking systems.

Ultra wide band (UWB) is based on sending ultra-short pulses [59, 60] over multiple bands of frequencies simultaneously. Each receiver has a unique identification and is used in outdoor and indoor applications [25]. UWB is robust and provides higher precision indoor positioning compared to other wireless technologies. These systems can cover a very large area compared to other technologies and have been successfully used for collection human tracking data [25, 26]. The UWB systems are commercially available and have reported accuracies [59, 84] of 0.5 m. They cost about US $10,000 dollar and the frame rate is 30 Hz.

For example, Bodt at al. [25, 26] evaluated multiple algorithms for real-time detection of pedestrians using Laser Detection and Ranging (LADAR) and video sensor data taken from a moving platform by evaluating it with an ultra-wideband (UWB) technology as their ground truth system.

Radio Frequency Identification (RFID) is very attractive for identification because of the reasonable system price, and reader reliability. RFID is a wireless non-contact system that uses radio frequencies to transfer data from a RFID tag for the purpose of identification and tracking. It has recently been also used for localization [61, 62]. There are two types of RFID tags, passive (not powered) and active (self-powered) and the accuracy is directly proportional to the tag density and the deployment and reading ranges. The reported range of active RFID commercial systems is 3 m to 70 m and the accuracy is 1.5 m. For passive RFID tags, the range is 2m and the accuracy is on the order of decimeters to meters. These systems can be used for collecting ground truth data when identification is more important than the localization error. RFID tags need to be selected for the application, considering part composition (metal parts will reflect some RFID frequencies), distance between reader and part, and whether the tag is passive or active.

A number of people and companies have developed localization techniques based on Wireless Fidelity (WIFI) data [63] and Bluetooth data [64]. These systems are cheap and very easy to deploy; but they are not very accurate. These systems can be used to collect ground truth data where gross localization of objects is sufficient. There are a number of commercial products and the reported accuracies [63, 64, 84] range from 1 m to 10 m, the frame rate is 30 Hz, and the coverage area is scalable.

Radio based systems have the previously mentioned advantages of not requiring line of sight and can therefore be embedded in the tracking object which makes it invisible to optical systems under test. They differ in their range and their performance can
be affected by the part/object materials. Thus, the selection of the type of system requires care and consideration of the conditions in particular scenarios.

3.5. Motion Capture systems

Motion capture (MoCap) [65] refers to a wide category of methods for recording the motion of objects and people, and for capturing the articulated motion of a whole human body and/or robotic arm. This technology was introduced earlier in the discussion of human tracking and is discussed in more detail in this section because while used in a number of applications, the technology is typically specialized for articulated human motion tracking. It is widely used for ground truth data collection for validating the performance of computer vision systems and also for applications such as military, entertainment, sports, and gait/medical applications and robotic control. In some domains, motion capture is called motion tracking and when the capture includes gestures and expressions based on faces and finger motion, it is sometimes referred to as performance capture. Motion capture systems are based on physical sensors such as optical, acoustic, inertial, LED, magnetic, or reflective markers, or hybrid systems where markers [Figure 17] near each joint are attached to identify the motion from the positions of and angles between the markers. These systems can be very effective for the collection of ground truth data of the articulated human motion for human-robot collaboration, human-object interaction, human activity, and human-human interaction applications in manufacturing environments. In the paper by Cloete [31] the authors benchmark different types of motion capture systems based on their accuracy and suitability for clinical gait analysis. Noonan et al. [33] use a motion capture system to validate a computer vision system for minimally invasive surgery.

Optical mocap systems exploit data captured from multiple cameras to triangulate the 3D position of a marker. These systems produce data with three degrees of freedom for each marker, and rotational information must be inferred from the relative orientation of three or more markers. Some of the newer hybrid systems combine optical sensors with inertial systems and a RF positioning system to reduce occlusion, increase the number of trackable objects, and improve the ability to track. The optical systems are also based on different types of markers, which are described in the next subsection.

![Figure 17. Reflective markers are attached to the surface of a human or object to identify and capture the 3D motion. (Image from http://www.flickr.com/photos/funksoup/88138710/ Creative commons)](http://www.flickr.com/photos/funksoup/88138710/

3.5.1. Passive, Compliant markers

Two systems based on markers coated with reflective material to reflect light are OptiTrack [66] and Vicon MoCap[67]. Both support tracking multiple single points, from which pose and identity can be inferred. Balan [27] evaluated the 3D pose of human motion obtained from synchronized, multi-camera video against 3D ground truth poses acquired with a Vicon motion capture system [67], i.e., the Vicon was used as ground truth.
The paper by Wienke [34] describes a framework for acquisition of multimodal human-robot interaction datasets (shown in Figure 18). The dataset was captured using three High Definition (HD) cameras; the ground truth data for the human and Nao robots (a type of autonomous, programmable, and humanoid robots) was captured by Vicon MoCap with additional data captured by the Nao robot, including video, audio, audiometry, joint angles, and audio. The paper describes the framework in detail and explains the acquisition of data sets and issues involved which include system level information.

![Figure 18. Figure shows the Nao robot and the Vicon MoCap framework for acquisition of multimodal human-robot interaction datasets. [Permission granted by the author [34] to use the Figure](figure18.jpg)](figure18.jpg)

The Korean University Gesture (KUG) dataset [37] was created for human tracking and gesture recognition research by recording motion capture data along with video from multiple cameras. The Georgia Tech human identification at a distance database [38] was created for gait recognition and has motion capture data along with videos of 20 walking subjects.

### 3.5.2. Active markers

Active optical systems illuminate one LED at a time very quickly, or multiple LEDs in known relative positions, and use software to identify them by their relative positions. Rather than reflecting light, these markers emit their own light, which can increase the distances and volumes over which the systems can be used. By powering each LED marker successively in phase with the capture system, a unique identification of each marker is provided at each time frame. The ability to identify each marker in this manner is useful in real time applications and for collecting data from a large number of objects and people. PhaseSpace [68] manufactures a commercial system based on active LED markers. Asteriadis et al. [36] extracted ground truth data to be used as a benchmark for head pose estimation using three LEDs placed on the face and extracting the directional information at each frame.

### 3.5.3. Time modulated active markers

In Raskar et al. [69] motion tracking is done by multiple small, active photodetector units on the object or person. The receiver units detect time-encoded signals broadcast by multiple LEDs, in a form of optical GPS where the LEDs multiplex by time delay. Each receiver wirelessly returns the strength of the detected signal for each unique broadcasting LED and from these messages the system computes the location of receiver unit (identity being given by the receiver id.) Since the receiving units are small, are self-powered, and do not broadcast, they can be hidden on a person or object of suitable size and profile. The system performance can be high speed (500 Hz or higher), indoor or outdoor, in natural scenes, with location and orientation resolution depending on the configuration. In the experiments performed for the article by Raskar, the working distance was around 5 m and the accuracy near 2 cm. The system uses low-cost components but is not currently commercially available and no apparent development has taken place since the initial publication of the technology in 2007.
3.5.4. Markerless human motion capture

Two recent markerless motion capture systems are under development at Stanford [70] and the University of Maryland [71]. These systems are based on finding the silhouette, or visual hull, of the human body in multiple cameras and matching a model to the hull. A commercial markerless system, based on a similar approach is Organic Motion [72]. This system requires strong lighting, no occlusion, and a room with simple white walls, so will not be applicable to many manufacturing scenarios. It can track up to four actors at 60 frames per second (fps) in a (5 x 5) meter volume, with 25 ms to 50 ms latency and millimeter resolution of a highly articulated human model.

Baat et al., [35] analyzed and evaluated the performance of a markerless motion capture system compared to inertial motion capture sensors. The TUM (Technische Universität München) Kitchen Data Set [24] provides Motion Capture data extracted from videos using their own markerless full-body MeMoMan tracker [24]. These markerless motion capture systems can provide reliable data compared to other systems for some of the cases.

3.5.5. Inertial MoCap System

Inertial sensors [73] have been used for motion tracking and motion capture. These systems have become popular with the availability of low-cost, miniature inertial sensors. These sensors mainly use the integral of angular velocity measured by gyroscopes. These systems are used for tracking pedestrians and first responders using shoe-mounted sensors and can also generate trajectories based on a dead reckoning method. Inertial sensors are also popular for motion capture as shown Figure 19. Xsen [73] is a commercial version whose specifications claim operation up to 150 m in clear indoor or outdoor space, or 50 m in an indoor office environment. The onbody system weighs 1930 g (4.2 lbs). The orientation accuracy is about 0.5°, and it handles accelerations up to 180 m/s², but location accuracy is not given in the technical reference. Yang [32] presents a simple and accurate method for evaluating the similarities between human postures from inertial motion capture data. The advantages of these systems are that they can be used both indoors and outdoors, and in any light condition, and since line of sight is not required, can capture motion data from multiple peoples. The disadvantage of these systems is that they suffer from drift so there needs to be some correction mechanism.

Figure 19. Shows an inertial motion capture system for tracking and motion capture. [Permission granted by the company [73] to use the Figure]
3.5.6. Mechanical MoCap Systems

Mechanical motion capture systems record motion directly with an exo-skeletal suit attached to a person (see Figure 20). As the person moves, the relative joint angles and motion are captured and sent to a server for processing. Since only relative motion is captured, another type of sensor is required for absolute positioning. The advantages of these systems are that their cost is much lower compared to other motion capture systems and the systems can be used both indoors and outdoors, and in any light condition. The disadvantages of these systems are that they are not very accurate and not comfortable to wear because of the heavy exoskeleton.

![Figure 20. Shows a mechanical motion capture system.](image)

3.5.7. Magnetic MoCap systems

Magnetic systems capture position and orientation based on magnetic fields on both the transmitter and receiver. Their output is a 6DOF pose. The systems can be based on “AC” and/or “DC” magnetic fields. The systems are not affected by nonmetallic objects but are susceptible to magnetic and electrical interference from metal objects in the scene. The main drawbacks of these systems are limited range, the influence of metal objects, and that they require frequent re-calibration.

3.5.8. Motion Capture system summary

Motion capture systems, distinguished here because they originated for articulated human tracking, are a well-established technology with good potential for tracking people and objects in manufacturing test scenarios. They excel relative to other systems at tracking a full human skeletal model, and are therefore useful for scenarios for human task and gesture recognition. However, they can be intrusive, with highly visible markers or bulky suits, so would be hard to use for extended periods, for testing optical or other tracking systems where the appearance or bulk of the suits would interfere. Lighter weight Inertial Measurement Unit (IMU) systems can be mounted invisibly and could mitigate those disadvantages. Similarly, markerless tracking would not have these disadvantages, but have requirements for room lighting and configuration that would prevent its use in a general, cluttered manufacturing environment. Optical MoCap systems based on isolated passive markers can be used for multiple purposes, such as tracking a single point, the pose and location of an object, or full human tracking.
4. Conclusions

Currently, there do not seem to be universal solutions for acquiring ground truth for human and object detection and tracking. There are a number of partial solutions suitable for particular applications, with each solution having various drawbacks.

Physical simulations offer a number of advantages, but a critical drawback is that the synthetic data they generate is not suitable for testing perception systems. It would be useful to better understand when this data might be adequate, what can be done to improve the data, and how physical simulations can contribute at least in part to perception system testing.

Annotation systems are very useful for sensor-centric ground truth for tracking and identification, and for creating datasets for wide distribution. They can be labor-intensive to use, and are thereby limited and hard to rapidly adapt, but can serve well for initial validation of approaches.

For uncluttered, static tests of object pose and identification, a platform-based system can provide adequate pose information, and identification is inherent in the setup. Limited motion can be introduced if the platform supports it. If not automated by a computer-controlled mechanism, the testing process can be slow, and it is difficult to integrate into cluttered scenes or use with humans. Still, the testing setup can be realistic for manufacturing scenarios that require detecting and locating single objects against controlled backgrounds.

For uncluttered, dynamic tests for object pose and identification, there are a number of potential ground truth sensing technologies for identifying and locating objects. The best technology for an application can be dependent on the system to be tested and the required precision. If the system under test is optical, it is preferable that the ground truth systems not require visual markers that could interfere with the test validity.

For cluttered scenes, both static and dynamic, where optical line of sight cannot be assured, the options are fewer. Longer reading RFID tags can be used for identification, while the options for pose detection are highly dependent on the details of the scenario. Each of these techniques needs to be validated before use as ground truth, so their resolution and accuracy can be verified and their robustness tested.
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