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Abstract
This paper offers a discussion of the types of heterogeneity that can occur among processes that share information. The author attempts to establish areas of similarity and difference between the airline, financial and manufacturing industries and the health-care industry. Ways by which information can be shared are discussed, given this heterogeneity, and some recommendations for system design are offered.
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Preface
The Manufacturing Systems Integration Division, MSID, at the National Institute of Standards and Technology, NIST, has concentrated on improving the integration of information systems. A special emphasis has been for large manufacturers in such industries as aerospace and automotive; and for small manufacturers such as those typically involved with producing printed-wiring assemblies for electronic products. MSID has been active in several ways to help the manufacturing industry cope with information-integration challenges. These include:

- Developing and promoting several information-technology standards
- Helping to ascertain industry needs through workshops
- Analyzing the nature of the information-integration problem
- Recommending solutions
- Providing test beds to verify ideas

The health-care industry also has been struggling with the task of improving the information systems that link patients to the various types of providers, to payers, and to vendors of information systems and health-care equipment. The Advanced Technology Program, ATP, at NIST, has been soliciting proposals for new technology to improve information transfer in this domain for several years. MSID has supported this ATP work by reviewing proposals, the work, and results; and by preparing papers to familiarize those in ATP administering the ATP health-care-informatics\(^1\) projects.

As MSID was commencing the health-care work, MSID was sensitive to the fact that each industry is unique with respect to integrating the information that supports that industry. For example, MSID recognized early that the integration that was apparent in the banking and airline industries is, by far, not as complex as the information most manufacturing entities manipulate. To become versed in the particulars of health-care-information needs, MSID reviewed hundreds of relevant readings on the topic\(^2\) and conducted several workshops in which the health-care industry information-technology experts expressed their needs.

Many of these needs are similar to those for manufacturing-enterprise-integration, especially since they relate to small-to-medium-sized enterprises, a business model that exists in most of the health-care industry. At the core of the health-care-informatics problem are the same large challenges that manufacturing has: representing knowledge and semantics and resolving terminology ambiguities. However, the nature of the information to be represented is different, and improving the information integration poses some unique challenges.

This paper presents the work that the author undertook to establish a basis for analyzing information problems of the health-care-industry entities. The core of the work focuses on knowledge about the information-interoperability aspect of enterprise-process that has been accumulated while analyzing manufacturing enterprises. The author indicates where some parallels exist between the informatics of health care and manufacturing, and points out where key differences are. A large part of the paper is devoted to explaining what makes solving the terminology problem so difficult, and how the health-care terminology is different from financial, airline, and manufacturing terminology.

---

\(^1\) The word “informatics” is used by the health-care industry to describe its computer-based-information transfer domain.

\(^2\) See the introductory sentences preceding the Bibliography, Section 9.
1. Summary
Day-to-day commerce in the health-care industry encounters a problem in which users have a limited ability to exchange information electronically and efficiently. The industry and its suppliers feel a primary cause of this problem is the heterogeneous nature of the information and the information systems that are used. This heterogeneity can consist of differences in hardware, software, communication protocols, and information meaning and format. The author investigated the nature of information, communication, integration, and heterogeneity, and this paper presents the results of that investigation.

Information systems are difficult to integrate and communication among systems is often ambiguous. Systems with dissimilar or heterogeneous elements are even more difficult to integrate. Heterogeneity divides into two parts: incompatibility of physical things and failure to transfer meaning. The prime cause of heterogeneity is that designers of a sending system will have chosen one or more physical and/or semantic elements that are different from, or otherwise incompatible with, those comprising the receiving system.

The physical part--hardware, software, and communication protocols--is the easier part to define, partition, and resolve. Many domains have become agile enough to solve some physical-heterogeneity problems as they are encountered, and standards have resolved other problems.

However, information system designers have found it quite difficult to be agile with respect to the meaning of information transferred--the semantics. The semantic part of heterogeneity is interpreting symbols into mental perceptions. Many problems arise when analysts who observe real-world phenomena, form mental perceptions of what they observe, and record what they observe in text or in some other sort of process model. For communication to be successful, subsequent reviewers of the recorded symbols must form an identical mental concept as the original observer. This means that the original observer must first record the observations correctly, and subsequent reviewers must interpret and act on those symbols exactly as the original observer intended.

Ambiguities are almost impossible to avoid in the natural-language-creation process. Misunderstanding occurs in human conversation even when two closely related people converse about something with which both are familiar. Devising machines and software to obviate miscommunication may be impossible, and humans may always have to be involved to resolve ambiguities. Certainly, however, good information-system design may enable great improvements. Ontologies may offer a way to resolve terminology problems during system operation.

The recommendations expressed in Section 8 frame an approach to mitigating the problem and should indicate a few things the health-care industry can do so that technical advances and standards can be applied to the virtual domain where applicable.

2. The Nature of the Problem
2.1 Enterprises, Products, Processes, and Integration
When discussing information integration it is often convenient to include the concept of enterprise. This provides a flexible way to refer to the domain of discourse and to define the things that are inside the enterprise that can be controlled, and the things that are outside that are more difficult, if not impossible, to control.

For this paper, assume that an enterprise is a group of processes that produces a product or service; to wit, a useful output [1, 2]. An enterprise can be of any size from a multi-corporation endeavor to a single process that may occur in a single-person office. A process is a group of coordinated activities that results in an output. Therefore, an enterprise can be any group of processes of interest at any given time. Most processes have a supplier and all have a customer to whom an output goes. In a virtual-distributed enterprise the enterprise elements are not co-located and the communication paths are managed and used
by computers, often using the Internet. Relationships between these elements are frequently temporal and not formal.

As stated, an enterprise can be any set of related processes we wish to analyze. However, each enterprise has a character and there is some implicit or explicit vision that drives it. Processes and tools help an enterprise accomplish its outputs. Who buys the processes and tools; that is, who selects them, determines if one is better than the other, and decides to invest the money or to wait? How do the tools and processes communicate? How does the enterprise acquire, move, and ship its information and physical things? Normally, there is an executive function that decides these things. The executive function is not necessarily a person at the executive level but a function. This function receives its inputs and constraints from some entity that evaluates enterprise goals and strategies and allocates resources that implement the strategies in an attempt to meet the goals. These functions must operate even more smoothly in a distributed-virtual industry such as health care because there likely is not one set of goals and strategies as there may be in a non-distributed, manufacturing enterprise that is highly dictatorial in nature.

2.2 The Health-Care Enterprise

An evolution of technology has improved the capability for enormous flexibility in the processes that make up the health-care enterprise. For health care, the enterprise will comprise some combination of patients, payers (government, employers, and insurance companies), providers (hospitals, clinics, laboratories, first responders, clinicians, and physicians), vendors (medical equipment and software), and suppliers (pharmaceuticals and medical supplies) are those processes that comprise the industry. The industry is sizable; in the United States, there are 3 thousand payers, 7 thousand hospitals, 700 thousand physicians, and 248 thousand groups of physicians. [3] The goal is to be able to reconfigure the processes that provide health-care products and services by improving the information systems, re-assigning resources, and/or changing responsibilities of some people.

As this evolutionary trend has continued, we have encountered a new health-care paradigm, where the term paradigm refers to the rules of the market area. The health-care participants are involved in the same processes, caring for patients’ health, however the rules of the market have changed. Pressures to apply newly available capability have caused changes that have been more evolutionary than revolutionary in nature. The trend is toward more information represented in computers and less in physicians' paper files. To make computer use more pervasive has been a challenge. Some challenges are listed below.

- Reduce costs in the processes, especially the administrative costs
- Improve patient safety by reducing errors
- Easier-to-use computer interfaces and data entry
- Converge the terminology of the
  ➢ Largely subjective process of diagnosis description
  ➢ Patient-order system
  ➢ Electronic-medical-records system
  ➢ Medical-information and knowledge bases

   The capability improvement has been toward more flexibility and agility. If improvements are well designed, as capability extends, agility and flexibility increases, and efficiency improves. As the state-of-the-art parts of the health-care enterprise invest in that capability, the services and products that these improved enterprises offer can be more customized, with higher quality, and with lower cost. Later, with more improvements to the information system and to the administrative system, the health-care industry can actually operate in the mode in which it is configured; that is, many small providers providing service to patients, having access to more information quickly, and buying medical devices from suppliers. All of this can be done with such agility that there is no advantage to being a large entity or to request more information than one needs.

In the aerospace industry, mostly large manufacturing enterprises, the U.S. Department of Defense has been a key driver toward integrating the enterprise information. DOD did this to save acquisition and support costs of defense-related products. Smaller enterprises can benefit from this trend because the larger manufacturing industries have developed an agility to append a few processes for a short time for a specific
product variation. Often these appendages are small entities that otherwise would not be participating. The virtual-industry concept has become common, and it is applicable to the health-care industry by the very nature of the industry.

A virtual industry is a widely distributed set of independent points of use, or nodes, that operate in a self-organizing mode. The virtual industry does not operate in a strong, tiered hierarchy as do some manufacturing enterprises. It operates more as a taxi system in a city where the nodes, independent taxi drivers and, perhaps, a dispatcher, are highly autonomous. Recognizing this structure, how it operates, and the nature of the transactions among nodes, will help to design a system that improves information access and transfer.

In a system where there is a strong, top-down flow of commands, to prescribe integration successfully would seem to be an easy task. However, the more the humans of traditional enterprises realize that information is a valuable asset, the more that enterprise finds that the people in that enterprise are reluctant to share the information, because it gives them power and advantage over their peers. Contrast that with the self-organizing operations, where the participants may see their power enhanced if they share information because the potential to access all nodes directly in a flat and autonomous system is improved and, thereby, there is potential access to more business.

Assuming that virtual-industry enterprises comprise a widely distributed set of different sized and independent operators or nodes, the need is that these nodes share information in a more efficient way than they normally do. That is, the data systems should be logically centralized and physically distributed. They should be automatic, reliable, fast, accurate, upgrade-able, and extendable. They should use spoken-language entry where feasible; use knowledge bases and expert-system access where practical; and, handle text, video, audio, graphics, and photographs.

To accomplish these things, each sector of the industry must invest in system improvements. With self-organizing enterprises there is no hierarchy of control, no one in charge, and no central enterprise that could dictate, evaluate, approve, and justify investments. There is also no single organization to pay the costs of integration--although government has invested in infrastructure improvement in the past. Each node must help itself, usually by minimizing its own costs. Doing this can increase costs for others outside the node that must inter-operate with that node. There is no incentive to invest for the good of the entire health-care system. These selfish investment and cost minimizing patterns are rampant in traditional manufacturing enterprises. That is why in a traditional industry there are many point solutions that are proprietary and difficult to integrate.

Where a node is a small point in a large enterprise such as a hospital, the node could be the whole enterprise for a small-to-medium-sized enterprise such as a clinic or physician's office. Therefore, investments made to improve the information-sharing capability for a small-to-medium-sized, health-care node allow that node to inter-operate better with the health-care system as a whole. The need for that small enterprise to remain competitive will tend to force a balance between investing in improved capability and the ability to absorb the costs of that capability.

Any planned information-infrastructure improvement that gives the health-care industry more characteristics of a virtual enterprise must consider realistic ways to include the small nodes and their point solutions in the overall resultant environment. For an environment of many independent nodes it appears that the self-organizing approach to information-system design is better suited than the hierarchical approach.

The proprietors of the small virtual nodes probably procured or designed their own systems with the help of their local computer-store expertise. Logically, the systems were selected because they are cost effective and meet the purchaser’s specific needs. The small size of the enterprises at these nodes limits severely the amount of additional standards-based software, hardware, and infrastructure that it can or would choose to buy. In fact, a node may decide, as it often does in manufacturing scenarios, to spend not one extra penny to procure a system adhering to standards that, potentially, could benefit the enterprise. These cost-
minimizing tendencies will continue until node managers are rewarded to work to the benefit of the enterprise rather than being rewarded for meeting cost-reduction goals of their node only. For a very small enterprise, these rewards could be in the form of increased access to its customers and to information sources.

How does a health-care enterprise compare with enterprises in other fields of endeavor such as manufacturing, airlines, and finance? For one thing, there is no notion of a controlling hierarchy in a network of very small nodes that exists in the health-care industry. In finance, airline, and manufacturing enterprises there is a notion of a lead firm, a customer, or a program manager to fulfill that role. Another difference is the nature of the information. Early integration of some kinds of information has occurred with airline scheduling systems such as BABS, Apollo, and SABRE. Another early integration occurred in the banking industry with electronic transfers and automated-teller machines. In each, the information is unambiguous numerical quantities. Manufacturing information has taken longer because it is much more complex. Product data is represented by the Standard for the Exchange of Product Model Data, ISO 10303 [75]. Parts of STEP, which has been developed over the past 20 years, are being implemented. STEP consists mostly of computer-aided-system dimensions, tolerances, graphics, and other quantifiable information, and the representation of that information must be exact and unambiguous or the products cannot be manufactured.

In the virtual health-care industry much of the data is more diverse in subject matter, more judgmental, less specific, and more widely distributed. In fact, most of it may be in handwritten form in folders in each proprietor's office. A smaller amount may be entered into stand-alone computers; that is, in computers not connected to the Internet. The entries in some node's files are not likely to be in language that is precise enough to be semantically consistent within the node itself, let alone consistent with the files of another node. The current system works because there are humans interpreting the context and relevancy of the information. Indeed, often interpretation and use is by the human who entered the information in the first place. Therefore, the integration of this information presents significantly more challenge than other industries. The need to integrate, and the benefit of integration, is not any less, however.

The table on the following page summarizes the differences among enterprises in these three domains. The information is intended to point out examples of the differences in the information of the different and to indicate that the job of more fully integrating the health-care information will present challenges that are not present in other industries.

3. The Nature of Information Integration and Heterogeneity
The topics of integration, heterogeneity, semantics, and terminology are valid for any kind of enterprise. However, the nature of the information to be processed is important; therefore, the discussion also covers uniqueness of health-care information.

Integration refers to the degree of enterprise operation in which all necessary things, processes and infrastructure, are in place that enable the correct activity behavior, at the correct time, every time. Information flow is at the heart of successful integration. Information integration refers to integrating the information aspects of the process, perhaps humans, sensors, and/or computer-software applications. When enterprise-element activities are computerized, the tools used to accomplish much of the information work are called applications. This information flow is between the information aspect of one application to the information aspect of another application. The path could be sensor to application, application to application through the communication infrastructure, and between any of these and humans.

Of course, many other things must happen both technically and culturally to allow satisfactory information flow. Proper activity behavior and information flow have existed within and among processes for decades--

---

3 BABS (British Airways Booking System, now Amadeus), SABRE (Semi-Automatic Business Research Environment formerly American Airlines and IBM), and Apollo (Formerly United Airlines now Galileo International) are huge, integrated, airline reservation systems. Apollo also had maintenance schedules and history for United's Aircraft. See www.amadeusuk.com, www.sabre.com, and www.apollotravel.com
or else enterprises would have produced no products or services. What enterprise integrators are trying to do is to make the information flow repeatable, consistently accurate, and computer sensible.

### Table: The Nature of Enterprises in Different Domains

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Financial and Scheduling</th>
<th>Manufacturing</th>
<th>Qualitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>Bank or airline</td>
<td>Aerospace team</td>
<td>Health-care entity</td>
</tr>
<tr>
<td>Enterprise Architecture</td>
<td>Hierarchical</td>
<td>Hierarchical</td>
<td>Distributed network</td>
</tr>
<tr>
<td>Enterprise Type</td>
<td>Intra company (branches)</td>
<td>Extended enterprise (Controlled by lead firm)</td>
<td>Virtual enterprise (Autonomous network)</td>
</tr>
<tr>
<td>Nature of Data</td>
<td>Quantitative: centralized and numerical</td>
<td>Quantitative: Distributed, numerical and graphical</td>
<td>Quantitative and qualitative: Widely distributed, numerical, graphical, photographic</td>
</tr>
<tr>
<td>Major Issues</td>
<td>Consistency</td>
<td>File-sharing, machine interpretation of product representations</td>
<td>Machine interpretation of qualitative terminology</td>
</tr>
<tr>
<td>Privacy Issues</td>
<td>Personal and corporate</td>
<td>Industrial espionage</td>
<td>Personal; fairness of employment and insurance opportunity</td>
</tr>
<tr>
<td>Integration Goals</td>
<td>Cost reduction, electronic transfers and reservations</td>
<td>Reduce product cost and lead time, improve accuracy, reduce rework</td>
<td>Reduce errors and health-care costs, better diagnostics</td>
</tr>
<tr>
<td>Typical Node Hardware</td>
<td>Main frame; Database; Automated-teller machines</td>
<td>Computer-aided engineering, design, and manufacturing; database</td>
<td>Main frame (payers); PCs (physicians); CAE. CAD, CAM for equipment makers</td>
</tr>
</tbody>
</table>

#### 3.1 Integration

To improve the level of integration, certain improvements to technology are necessary. The categories of integration technology divide into infrastructure and process technologies. Infrastructure improvements benefit more than one process in the enterprise, such as a change from twisted-pair telephone conductor to fiber-optic cable, whereas a process improvement focuses on improving one process, such as upgrading a billing-system to make the information more compatible with other financial or accounting information. If one considers the possible infrastructure and process improvements it is not likely that any enterprise will have invested to the maximum in all possible areas. Usually, however, the enterprise still operates and it may produce quality products or services but at a reduced level of efficiency. To produce any product or service, integration must occur, but the nature of that integration varies from a temporal and not easily repeatable information exchange to an automatic system requiring little or no human interpretation.

Integration is not a monolithic thing or a state that exists suddenly with a specific amount of process and/or infrastructure improvement [1, 4]. Integration is a process that, hopefully, continually improves information flow. It would be more accurate to speak of improving the degree of integration rather than achieving integration. Each enterprise is unique with respect to determining how to improve. Here is where the enterprise character, goals, and strategies come in. The enterprise-executive function selects the level of investment that is appropriate for each process and infrastructure area. These improvement areas appear as many continua of increasing opportunity, functionality, and capability rather than a specific hurdle of capability; and, each enterprise is free to position itself at a particular spot on each continuum. Enterprises base this placement decision on the strategies of the enterprise, the amount of money available for investment, and any other criterion important to the enterprise. The problem is compounded because the technology level of each continuum is continually advancing. Continued investment is necessary to maintain the same relative capability in each continuum.
Each enterprise will have a self-determined priority for which projects will receive investment and where on each continuum the enterprise will operate. Some enterprises will want to be on the leading edge and others may choose to follow the leaders, perhaps to enable them to invest in these technologies later at a lower cost. Neither strategy is incorrect, but these decisions lead to unevenly equipped enterprises that are trying to do business in their marketplace. With well-planned enterprise engineering and standards, these unevenly equipped enterprises still would be able to interoperate to the degree that their investments permit. A low level of integration capability will not have all of the functionality of the high level. This is similar to a personal-computer user who chooses not to invest in the latest integrated office suite, instead, choosing to remain with separate applications that do not share information as well. However, the individual applications could share some information with other enterprises, but at a lower level of functionality.

3.2 The Nature of Information Integration [5 through 8]
Information integration is a goal often expressed by those who want to use, and understand fully, someone else’s information. A situation without ambiguity implies that the concept, or meaning, as interpreted by the receiver is exactly as intended by the originator. The process to accomplish this is complex and multidimensional. For a perfect information exchange, the receiver must be able to receive and understand the correct amount of the correct information, at the correct time, every time. This is an ambitious goal. Indeed, humans have not been able to achieve perfect understanding when those who possess the information confront those requesting the information in the same room in a face-to-face meeting. For this paper, a successful communication requires that senders and receivers understand exactly the same concept.

Information is not matter or energy, but it exists among the phenomena of the real world in the order or design of objects whether or not it is perceived or understood. Because the meaning of the information exists only in the minds of the sender and the receiver, the meaning of information is only as perceived by the sender and the receiver. The perceptions differ quite often and clarification becomes necessary because one or both of the two parties inaccurately perceive a phenomenon and form either an imperfect concept due to unintentional differences in abstracting, or they insert an incorrect semantic representation of the concept (syntax), or both. To effect a communication, there must be a sending repository, a medium, a receiving repository, a syntax that is known to both parties, and the information encoded in some kind of semantic-representation package compatible with the syntax.

So if the information is there but the representation of it can vary, extreme care is necessary to assure that the syntax is correct and consistent. Then, the terminology selection is crucial and the meaning of the terminology must be exactly the same to the sender and receiver--neither more nor less. In other words the terminology must denote the meaning, the whole meaning, and nothing but the meaning. The meaning is important for one reason: to effect the desired behavior from the activity in question. A human can perform behavior by using the meaning to "understand" the information and behave accordingly. Or, a machine can, through programming but without "understanding", recognize the syntax and behave per the program. Either way, the terminology must be selected with precision.

3.3 Heterogeneity [5]
Integration becomes more of a problem when heterogeneity exists somewhere in the system. Heterogeneity is a state in which components are not unified or compatible. Heterogeneous systems are those that contain dissimilar ingredients. There are two kinds: physical-system heterogeneity and semantic heterogeneity. Both kinds of heterogeneity are consequences of the design autonomy present in the process of developing

---

4  T. Stonier in Information and the Internal Structure of the Universe, Springer Verlag, 1991, posits that the order in a real-world phenomenon (a measure of its entropy) is directly related to its information content—the more order, the less entropy, the higher the information content. By its very nature, order connotes information content. A phenomenon contains information whether or not it is perceived or understood. Therefore, there is a measurable equivalence between information and the entropy of the universe.

5  "Semantics does not deal with the meaning of words. The true meaning of a term is to be found by observing what a person does with it, not by what the person says about it." Attributed to P.W. Bridgeman, physicist, in the essay: How Words Change our Lives, S.I. Hayakawa, Adventures of the Mind, Alfred A. Knopf, 1961, Edited by Richard Thruelsen and John Kobler.
information resources—especially software and databases. The decisions made during the design of one database most certainly will be different from the decisions made during the independent design of another database. Often the differences are there because the objective is to design the best application to suit the purpose, and some components or approaches offer advantages over others in specific situations. This is a good thing for an enterprise. Often, however, when designing applications, lack of financial incentive to take the enterprise view, available funding, technological obsolescence, and schedule pressures are other reasons for design decisions leading to heterogeneity. These are bad things for information interoperability. On the other hand, there exists no top-down, universal best set of components that would tend to reduce heterogeneity. Unfortunately, establishing or requiring this best set of components will be a strong factor in curtailing technological progress.

3.4 Physical Heterogeneity This situation includes things such as differences in hardware, software, operating systems, database-management systems, communication protocols, data models, data-language transaction management, and media. Physical heterogeneity has been studied for years, is well understood, and for the most part, resolvable. Physical heterogeneity may not exist at an application because that is the only type of heterogeneity that is understood and resolved by management. The physical-component of heterogeneity may be legislated out of existence by efforts to standardize on hardware, software, or operating system. This may work well for systems where human interpretation of the data is necessary, such as with word processing.

If computer systems and networks are the basis of the communication medium, as is the case between many processes of commerce, there will be agreements at several levels before an actual communication is attempted. The agreements will consist of protocols and interfaces in the form of formal standards and ad-hoc arrangements that establish a communication channel every time a communication is desired. After this is done the sender and the receiver must interact to agree about the hardware, the software, the protocols to accomplish the communication transfer process, the information format, and the meaning of the elements of information. These elements must be resolved to achieve any electronic communication.

3.5 Semantics of Computers
What semantics do computers store? None, they store information. The so-called semantics of database objects are the concepts elicited by the objects represented in the database. However, the concept is retained only in the human mind. The objects stored in a database are the combinations of signs that humans place there. When computers transfer “semantics” or “meaning” from one process to another “without human interpretation”, it actually is a set of signs that one computer transfers to another. The receiving process then performs an algorithmic response with no concept being formed. Only humans using computers understand what the computer’s signs mean, whether the concepts represented by the signs in two separate machines are identical, similar, or unrelated. Therefore, while a computer can compare sets of bits, only humans will know which comparisons are appropriate at any given time and what makes each set of bits significant. Herein lies the foundation of semantic heterogeneity.

3.6 Semantic heterogeneity [5, 6, 8, 9, 10]
After resolving physical heterogeneity problems, a very large component of the heterogeneity problem will remain unsolved for computer-sensible applications because system designers failed to recognize and resolve semantic heterogeneity. Solving problems relating to semantic heterogeneity is much more challenging than physical heterogeneity. In fact, it could be true that database designers, or human communication, will never completely resolve semantic heterogeneity.

Semantic heterogeneity is concerned with signs, symbols, and mental perceptions. Problems arise when analysts observe real-world phenomena, form mental concepts of what they observe, and convert what they observe into symbol form, into text, or into graphics. The next step often is to assign another person to interpret those symbols and to prepare a document, a drawing, or to design a database. These repositories store these perceptions in another set of symbols. For example, a modeler’s mental perceptions are converted, by using symbols, into a model. A database designer forms a perception of what that model supposedly represents and translates that perception into database symbols. Therefore, what is represented
eventually in the database is at least two steps, and two concepts, and two sets of symbols removed from what was observed in the real world.

Furthermore, the probability that a second person, observing the same real-world phenomenon as the first observer will perceive exactly the same as the first observer can be quite low. Further, even if it were the same, the probability that a second database analyst will then represent those perceptions in the database exactly the same is just as remote. Of course the probability of both steps being the same is \((\text{low}) \times (\text{low}) = (\text{extremely low})\). Therefore, we have two different database representations of the same real-world phenomenon. Integrating these two representations can range from tedious to nearly impossible.

Actually, the characters in a database are signs that comprise symbols representing what is really out there. Aristotle talked about symbols having two aspects: the sign and the concept that the symbol represents. The sign is a physical manifestation or thing that is used to refer to the symbol. The concept represented by the symbol exists in the mind of the person who has perceived the signs and thereby recognized the symbol. Another person, upon seeing the signs and recognizing the symbol, also forms an associated concept in his mind. The concept is usually an imagination of a real-world phenomenon. If the two persons imagine different concepts, one or both representations are ambiguous.

Simple signs can be combined to form complex sets of signs that represent complex symbols. The rules by which simple signs can be combined into more complex signs are called syntax. For a language, the syntax refers to the rules by which words are combined to form clauses, phrases, and complete thoughts such as sentences.

The meaning of the symbols that these groups of signs connote and denote are the semantics. In other words, the semantics are the concepts that the mind invokes upon recognizing a symbol based on signs presented to the senses.

How complicated is the semantic heterogeneity? There are many ways that the data in one system can be (semantically) unintelligible to another data system. Semantic heterogeneity has three categories. Reference [5] details the classification of semantic heterogeneity. For example, heterogeneity between object classes consists of differences in extensions (syntactic structure), names (synonyms, homonyms), attributes and methods (present, absent, temporal, -arities, defaults, constraints), domains (semantic and syntactic), and constraints (based on perception and need). Heterogeneity between class structures consists of inconsistencies of level (generalization/specialization and aggregation/decomposition), and discrepancies in the data structure (meta level in one database is data level in another). Heterogeneity between object instances consists of presence/absence discrepancies, multi-valued attribute (discrepancies in number of values used), discrepancies among attributes allowing nulls (null/non-null), and value and accuracy discrepancies.

The heterogeneity discussed above is mostly with regard to database design. The heterogeneity between object classes, synonyms, is one of the most elusive types of heterogeneity. This topic is discussed in more detail in Section 3.7.

To communicate successfully in any kind of enterprise, subsequent reviewers of recorded symbols must represent an identical mental concept as the initial reviewer. If we expect machines to form these bridges, or to act on what a human ordinarily would interpret, we will require formally modeled terminology standards; languages that are very rich and, at the same time, formal; and, a high level of diligence at data-entry points.

3.7 Terminology [9, 11 through 18]
Terminology is the most serious problem to be overcome to improve significantly information integration in medical-informatics applications. Information-system analysts in other product domains, such as manufacturing, are concluding that an enterprise-wide architecture, containing a standard ontology [76] and associated methodologies and tools, will allow automatic evaluation of terminology variants. The
ontology must contain formally modeled medical concepts in knowledge-representation formats, to enable terminology users to build semantic-consistency checks into their systems.

Why, then, is terminology such a large problem? To a large degree, it is because of human nature, organizational legacy, and in a health-care-informatic system, the nature of the medical information itself.

**Human Nature:** Human nature contributes to the terminology challenge during the language-creation process. When creating language from mental concepts, humans select more often the first word that will fit the need of the moment. Further, our schools have taught us, to make our utterances and writing more interesting, to not repeat words when a synonym is available. Since the English language is rich with words that are not exactly congruent synonyms, since humans will continue to be the data enterers, and since the medical-informatics data is based upon human judgement, the problem cannot be legislated out of existence by a forced system of input-word choices.

**Organizational Legacy:** Organizations name their processes a certain way and these names tend to persist over time. In enterprises, some processes and human resources are often reorganized and, as a consequence, some functions are reassigned or combined into different processes. Often the result is a mismatch among different enterprises of what activities are included in any given function, and what a process accomplishes. In addition, functions, processes, and activities with the same name in different enterprises may contain different activities. A standard way to query these functions and establish a working ontology is necessary to improve the probability that a message will arrive at the intended destination and result in the desired behavior.

**Uniqueness of Medical Information:** As discussed on page 6, compared to banking and manufacturing, medical information is more complicated, it tends to be more judgmental, and much of it defies any attempt to measure it. For example, conditions based on patient feelings, such as pain or depression, are difficult to quantify, qualify, represent, or integrate with other similar data.

Although most knowledgeable health-care- and manufacturing-enterprise integrators agree that terminology is a problem, the first attempt at solution has been to create some sort of naming dictionary or categorizing scheme. Unless extreme care is exercised to be absolutely sure that two instances of the same term contain the same meaning, the whole meaning, and only that meaning, ambiguity of terminology will continue. In other words, two concepts are the same if, and only if, a logical representation of the word describing one concept is congruent with a logical representation of the word describing a second concept. Formal terminology modeling methodologies that are machine processible are appropriate for computer-operated ontologies. Carelessly assembled naming conventions will merely push the ambiguity in terminology somewhere else without solving this difficult problem.

Below are some naming efforts, repositories, and languages being developed in the medical-informatics community.

**GALEN** [3, 19 through 24] (General Architecture for Languages, Encyclopaedias, and Nomenclatures in Medicine): A European-Community Program that has created a generalized and application-independent architecture for medical terminology. There also is a common reference model of medicine.

**HL7** [16, 25, 26, 27] (Health Level 7): An ANSI-member organization that creates health-care messaging standards to enable health-care applications to communicate according to standard specifications. There also are vocabulary-domain specification tables and a terminology registry. The application are standards for the clinical-document architecture, a mark-up standard specific structure, and semantics of clinical documents.

**ICIDH-2** [11] (International Classification of Impairment, Disability, and Handicap, Version 2.): Part of the World Health Organization suite of terminology. This is an ontology-based means for standardized representation of generic-health and/or functional-status data.

**LOINC** [28 through 32] (Logical Observations, Identifiers, Names, and Codes): A public domain set of codes and names intended for electronic reporting of laboratory test results. Intended to cover 98 percent of tests performed in an average laboratory.
SNOMED [33 through 38] (Systemized Nomenclature of Human and Veterinary Medicine): A standardized medical nomenclature of basic concepts.

UMLS [39 through 71] (Unified Medical Language System): A National Library of Medicine repository containing 800,000 concepts for biomedical domain. Consists of a hierarchical meta-thesaurus linked by relationships.

A good naming convention probably will not require that everyone in the world name things the same way, only that users map to a standard. Two different processes could use any name they want, map to an agreed-upon standard, thereby improving confidence that the chosen term maps formally to a common sign, and, thus, refers to the same concept. Therefore, to help with the mapping, terms used by each process should be defined in, and put in context by information models. This will help assure that a term used by one process includes the same concepts, only those concepts, and nothing but those concepts, as the corresponding term of the second process. In addition, the mapping process between different terms must be easy to use, and, preferably, automated.

A way to resolve terminology issues that shows promise is by using ontologies. An ontology, for the purposes of this paper, is a conceptual-reference model that is human and machine readable, that describes aspects of interest about some domain. [72] It is similar to a dictionary in that meanings of terms are there, but rather than natural language glosses, the definitions are represented using a formal modeling methodology to insure semantic precision. Ontologies become more important when software agents of enterprise processes are seeking information from other software agents; say, engaging in electronic commerce on the semantic web.

Huhrs [73] states that a pre-defined global ontology would be too cumbersome, never large enough, and too difficult to use. Instead, Professor Huhrs and others foresee that each software application will contain an ontology that applies to its own domain of discourse. Hopefully, this ontology will be organized in a way consistent with international standards. In addition, standards will prescribe the conversation process that will allow ontologies to determine common semantic representations. The common terms of the transaction in question then will be organized into a temporal ontology at one of the applications. This temporary ontology will contain terms of the transaction of the moment so that information transfer can occur. After the transaction is complete the temporal ontology will be erased to make room for the next transaction and to maintain referential integrity of the ontology of each application.

4. Enterprise Architectures, Frameworks, and Models

The enterprise-reference architecture is knowledge that covers enterprise structure, the enterprise-representation framework, rules and guidelines for enterprise representation, theory of views, modeling methodology, and languages. [74] The architecture covers the enterprise throughout its life cycle: identification, concept, requirements, design, implement, operate, and decommission. Even if there existed a technique to resolve nomenclature or semantic problems, would enterprises be able to understand each other’s information given the different architectures? Is it possible, imperative, or desirable that all enterprise structures be the same to achieve better information integration?

In similar business areas, the functions in one enterprise are remarkably similar to those in another, from the high level down to the bottom level. Enterprise engineers design what they feel is an optimum way to accomplish the functions of the subject enterprise, to the degree that two independently generated enterprise architectures probably will not be similar. However, the architectures and frameworks exist for the convenience of each enterprise planner for analysis purposes. The nature of the enterprise architecture is of little importance outside that enterprise. Communication among enterprises with different architectures is much as it is now when we use Internet, faxes, and telephones to communicate with others in different and complex organizational structures.

Enterprise models will allow more consistent modularization so that enterprises, or parts of enterprises, can interchange information about pieces of themselves for the purpose of setting up the parameters for an information transfer. Simulation will be possible allowing evaluation of interoperation with inter-enterprise entities and evaluation of systems with differing granularity. Enterprises will be able to plan migration
paths more effectively. Because information will be an asset, separate from the components of the information system, upgrades will be possible without re-entering information about the products and processes unnecessarily. Enterprises can define paths to make the product and process information tie logically into enterprise goals, strategies, capabilities, and business rules. The models should be scalable so that a high-level model is essentially the same as a lower-level model—that is, use the same modeling constructs for all levels.

5. Role of Standards in Intra- and Inter-Enterprise Operation and Information Transfer

5.1 Enterprise-Operation Standards
People or machines analyze, design, simulate, and operate enterprises with tools. To justify the investment of the tool builder and to make the selling price of tools reasonable, the tools must be sufficiently generalized so that more than one enterprise can use them. The tools of each tool supplier, then, should be extensible, migratable, and interoperable so that one medical enterprise can evaluate a query from another enterprise, gather necessary information, and respond to the query. Each enterprise will be operating at its own chosen points on the various integration continua discussed in Section 3. Well-designed standards will require applications from different vendors to share enough information in a standard format for these applications to interoperate but not so much as to limit functionality unacceptably.

But, how much freedom should a health-care entity have to design the enterprise of its choice? With a large degree of freedom can there still be acceptable integration? Large businesses typically consist of groups, divisions, departments, and sections. Somewhere in that hierarchy the organization becomes function oriented and the higher-level manager establishes incentives to lower-level managers to reduce the costs of their function. When that happens there is no advantage to doing things for the benefit of the enterprise because process and infrastructure improvements tend to sub-optimize information transfers, and even conflict with similar investments in other departments. Subsequent reorganization will attempt to fix the problem and the enterprise designers will be busy. This cultural problem is quite strong and it will exist whether or not technical rationality or standards recommend otherwise.

A standards strategy to resolve semantic heterogeneity contains controversial issues. Some experts say that many standards are required. Others say that open-systems with as few basic standards as possible is better. Standards that pre-define a specific set of capabilities that would resolve heterogeneity and qualify an enterprise as integrated would tend to codify the enterprise strategies and reduce product and process differentiation. The idea of a standard-capability set is contrary to the operation of a free-enterprise market and not feasible for current and foreseen world-commerce situations. This is especially true with a distributed enterprise such as the medical industry. Even if standards that predefine the entire enterprise were feasible, humans will always demand the freedom to improve enterprise operation through redesign. Standardizing the enterprise structure, parts of the enterprise, the products, the information transferred, and the processes probably would not be feasible, because the probability that international standards could constrain enterprise, product, or process structure is very remote.

If standardized enterprises and processes are not feasible, then at what level is a standard appropriate? The domain consists of hardware, software, communications protocols, information, frameworks, and architectures. There are things, the connections between the things, the information, and the information formats.

What seems more usable is to continue what we currently do with a modification. That is, to standardize some interfaces, the infrastructure for defining terminology, and the information formats. To claim conformance with these standards, the enterprise-tool builders would have to use these standard requirements to design software products in such a way that allows the processes to pre-communicate particulars about itself before the actual information is transferred.

Consider the types of interfaces that should be standardized. Of course, infrastructure standards are necessary; such as, those in categories defined in the International Organization for Standardization's Open...
System Interconnection Reference Model, ISO 7498. This standard defines a communication event at seven layers, which range from the physical connections to the application components of the system. This would include, for example, the standards that enable an Internet communication to occur. Above those is the content of the messages that are sent. Information content, format, and terminology are generally selected by builders of tools that transfer information about processes and products within and among enterprises.

There is an approach being proposed for standards that encourage information interoperability in the manufacturing industry that also may work for the highly distributed processes that occur in the health-care industry. Rather than setting specific requirements for information content, format, and terminology, such standards would require an enterprise process to be aware of its purpose and characteristics, and document, perhaps electronically on line, what its communicating capability is; and then operate itself accordingly. Lower-level standards mentioned above would still define interfaces and protocols. The new standards would be at a level above the highest Open-System Interconnection, or OSI, Application layer. These standards would define how the processes could determine, on the fly, what information the compliant processes must present on line about their capability. This way, a process asking another process for information, a querying process, would be able to evaluate, on line, whether a responding process conforms to listed interface standards. The querying enterprise could then advise its software to make any needed adjustments to its interfaces, software, communication protocols, and information formats; establish a relationship; and operate at an optimum level of integration for both parties. The query and response process would occur with a script and sequence prescribed in the standard.

Standards to accomplish these activities are being designed and proposed in ISO TC 184 SC5. While these standards are developed for industrial-software applications, the approach is applicable to health-care-software applications.

5.2 Information-Transfer Standards

With this pre-communication established, information transfer can begin. What must exist to enable satisfactory information transfer and how much of that should be standard? What material qualifies for consideration as a standard? The easy, but unrealistic, answer is everything. The appropriate answer involves some tradeoffs. One must consider the rate of technology change versus the time it takes to create and change standards. And, with standards, one must evaluate the flexibility one surrenders in the ability to migrate to a newer technology that will help to achieve a higher degree of integration. Another significant factor, in smaller enterprises especially, is the increased cost of buying tools that comply with standards.

Knowing which additional standards or technology are necessary for information transfer depends on the existing situation. For example:

- Is the information at the interface between applications in an open, known format?
- How much of the terminology is in the one-name-one-meaning category?
- How compatible is the hardware?
- How well defined are the software interrelationships?
- Are the communication protocols agreed upon?
- Are the information architectures compatible?

Even with the standards defined, the business rules of each enterprise entity must be compatible, the context must be similar, government regulations for commerce and communication must be agreeable, and the people of the enterprise must truly want improved integration.

6. Implications for Health-Care Systems

The health-care industry needs better integration of its information infrastructure. The health-care entities--payers, clinics, physicians, groups of physicians, hospitals, and government--are characteristic of what is referred to as a network of virtual and extended enterprises.

---

As the health-care industry undertakes its information analysis, it can, hopefully, partition the problem into solvable chunks while avoiding errors that the traditional industrial enterprises have made in the past. Some guidelines are:

- Establish open, standards-based solutions for small portions of the enterprise, thereby making intra-enterprise communication easier.
- Solve semantic problems and not concentrate on short-term and single-process, special-purpose, hardware and software solutions.
- Justify investments to the highest levels in the enterprise for a total-enterprise solution.
- Establish an industry-wide, open, information infrastructure.

In addition, the solution technologies must:

- Employ a system that permits users to enter data only once, and use it many times at other nodes in the system.
- Offer alternatives to users at the smallest and most harried nodes that supplant entering the information into the system using only a keyboard.
- Not require users to memorize anything or to use large and complicated look-up tables.
- Plan for an agile system that can migrate with technology improvements.
- View legacy systems as a part of the solution rather than part of the problem.
- Use systems that are intuitive to use for an office staff with average skills.
- Offer the capability to enter such graphics as photos, line diagrams, x-rays, and scans.

The system must enable transfer of consistent meaning among users. Even in normal conversation, paying attention to consistent semantics is a difficult job. It is a real challenge to build a semantically consistent system and, at the same time, build a system compatible with the above, and to make it affordable (since no one, especially a small entrepreneur, can afford to pay dearly for these improvements).

According to an old adage, a product "can be good, fast, and cheap--pick any two". This admonishment is no longer valid. Using a total-quality approach, system developers are discovering that products with quality designed into them (good), mean more efficient production and less time in rework (fast), and, lower selling price as well as higher margins, because production and warranty costs are lower (cheap). Therefore, users can demand and receive all three attributes in a single system.

7. Solution Possibilities
The most logical approach probably is to begin at the largest nodes, such as a physicians group of linked small-to-medium-sized enterprises, a payer, or a large entity such as a hospital. The communicating medium could be the Internet, such as secure e-mail and a new domain: “node@server.hec” (health-care enterprise). Another approach is to post required information on some secure application of the World-Wide Web. One problem with the largest nodes is the nature of the information there. Much of it probably is still on large mainframe-computing systems, access to which is not always very easy by the small computer users--but it is possible. Once the network is established and benefits are seen to exist, there will be a market for inexpensive tools that will enable more and more of the small nodes to participate.

Assume that it is feasible to interconnect these data systems to improve the quality of health-care informatics. How would such a flatly organized set of information be managed? How would the interconnection process start? There needs to be some forum where consensus among the node proprietors can be developed. This group must select a minimum of new-technology-based, and standards-based, things required to begin operation. Early compatibility with the existing information-technology infrastructure, such as the World-Wide Web, Internet, and common protocols, will allow the network to grow. The system designers should plan to use the heterogeneous system that has been in place for a long time.

System designers should not be daunted by the specter of legacy systems and legacy data--these systems should be included directly into the analysis. When one considers the rate at which new technology is developed and introduced, the short-life cycle of a product in information technology, and that everyone
does not invest in the same version of every equipment or software technology, one may conclude that legacy systems will always exist. Therefore, it is not a one-time hurdle to eliminate legacy systems. Similarly, to freeze a system technology by standards or mandate, or shortening standards-development periods to provide more flexibility are short-sighted strategies. A better long-term strategy is to characterize the nature of the enterprise and its information system, be aware of how the enterprise operates in its current environment, simplify those operations, and create an extendible and inter-operating system that serves the enterprise in its current operating environment. Things are the way they are because something about them works best in each separate context.

A key ingredient to mitigate the terminology problem is a logic-based ontology defined by international standards. Each software application would contain such an ontology pertaining to its own vocabulary as discussed at the end of Section 3. Systems such as agents could be developed to reconcile definitions of terms that do not match, terms that have different definitions, or terms that are missing in one of the applications. The eventual solution to the terminology problem, to be practical, has to be automated and not require humans to select from a look-up table.

A short-sighted approach to the terminology challenge is to design a system that obviates a lot of the ambiguity through a closely controlled language-usage mechanism. The crunch with such a system will occur at the point of data entry into the system. Consider these. How much patience will a physician have if forced to use a keyboard, at a computer terminal, while interviewing a patient, with seven examination rooms occupied and a full waiting room? Then, if the data-entry system forces the physician, or other data-entry person, to use proper standard vocabulary, and continually reminding the data-entry person that “Sorry, the terminology you are using is not acceptable--do you wish to review the list of standard terminology?” The authorized list, surely, will be quite lengthy. Probably, there also will be no time later to enter the data. Anyone that enters data in this environment soon will become frustrated and no longer use that system.

8. Recommendations
These recommendations are intended as a guideline for approaching the task to better integrate the information shared among health-care enterprises. They have been grouped into four categories: enterprise definition, enterprise-information analysis, information-system design, and information-technology standards.

8.1 Enterprise Definition
- Consider the health-care-information domain to be an enterprise with characteristics similar to a small-to-medium-sized, industrial enterprise, operating in a virtual-enterprise mode.
- Define the nature and scope of the information aspect of the enterprise applications. To design the information-sharing environment, define what is inside the enterprise and what is outside. Define the places in enterprise processes where information enters, is processed, and exits. These are the nodes of this information system.

8.2 Enterprise-Information Analysis
- Define an information-generating-and-use diagram to pinpoint where, what, why, and how the information is created and where, what, why, and how the information is used. This will identify customers and suppliers and the enterprise resources that must eventually be accommodated in the integrating process. It may even identify that some information is generated and not used, thereby effecting a simplification of the information structure.
- Between the analysis and automate phases be sure to simplify where possible to avoid unnecessary complication due to unnecessary legacy activities.
- Prioritize the areas of the enterprise, the information nodes, according to where the biggest payback exists. Plan to start the analysis and implementation at these areas.
- Develop a profile of what information is public, what is private, and who really owns the information. Develop a security plan, a privacy plan, and a right-to-access plan. Avoid overburdening the new
system by trying to solve security and privacy problems that are considered tolerable risk in the present systems.

8.3 Information-System Design
• Determine whether a centralized or a distributed system will meet needs better. Consider user input so that the resultant system is user friendly and does not require technical knowledge of information systems to use it. Similarly, consider vendor input to improve chances of implementation.
• Consider networks and communication protocols that already exist and work well, such as the Internet and the World-Wide Web. Determine gaps in technology and standards to cover unsatisfactory areas. Inject needs for health-care improvement into relevant programs. One such is the National Industrial Information Infrastructure Program, NIIIP\(^7\), which is attempting to enhance these existing networks for electronic commerce in the shipbuilding industry. Another is the Integrated Manufacturing Technology Roadmapping Initiative, IMTI\(^8\), that is trying to identify the best solutions to integration problems and fit them into a milestone format to further understanding of the major issues.

8.3 Information-Technology Standards
• Become aware of and participate in standards and technology projects in related domains that can resolve needs, such as the manufacturing-enterprise domain (ISO TC184, Industrial-Automation Systems and Integration), and the information-technology domain (ISO/IEC JTC1).
• Decide which transaction components standards should constrain: process structure, information content, interfaces between processes, and/or known hook-up points so that the software knows with what it is dealing.
• Decide which standards in place will increase the market for tools, thereby justifying tool-development costs.

\(^7\) See http://www.NIIIP.org
\(^8\) See http://www.imti21.org
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