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ON THE DETERMINATION OF WHEN WAVES BREAK IN SHALLOW WATER

by

James H. Balsillie

Analysis/Research Section, Bureau of Coastal Data Acquisition, Division of

Beaches and Shores, Florida Department of Natural Resources, 3900 Commonwealth
Blvd., Tallahassee FL 32303.

ABSTRACT

Prediction of when shore-propagating waves become unstable and break
is generally considered to be a function of three factors: 1. wave height,
2. bed slope, and 3. wave steepness. Various relationships have been
proposed for the prediction of shore-breaking occurrence. These relation-
ships have either been founded on relatively small data bases or have
been designed to predict for specialized conditions. In this work a
significantly large sample of wave information, including both field and
laboratory data, is used to evaluate popularly used predictive relation-
ships. Graphical and statistical results support the originally proposed
relationship of McCowan (1894), where db = 1.28 Hy, as the best prediction
of shore-breaking occurrence.

INTRODUCTION

Not only is the determination of the point at which shore-propagating
waves become ;unstable and break a basic task in many coastal engineering
problems, but breaking also identifies the point at which a major change in
wave behavior occurs. It is fundamental that the "... ultimate
limitation of any wave theory based on potential wave theory is given by the
condition at which the wave breaké" (Madsen, 1976, p. 79). In terms of the
destructive potential of waves, studies have shown (Miller,et al. 1974a,
1974b; Miller, 1976) that breaking and broken waves result in greater
impact pressures than the more symmetrical, less deformed waves in re]ative]y‘

deeper water. Dune and bluff erosion accompanying shore-incident storm and



hurricane impact is a function not only of the storm surge but also of

runup and setup produceg by final shore-breaking activity. It becomes clear,
therefore, that certain conditions at and following breaking necessary for
successful coastal engineering design solutions require specialized types

of predictive procedures. One of these is the prediction of the point at
which shore-breaking occurs.

Results from available research indicate that the water depth, bed
slope and wave steepness constitute the major variables influencing wave
stability. Considering these variables, ocean waves are generally thought to
become unstable and break as follows.

Deep water conditions represent one extreme where the water depth and
bed-slope do not influence waves passing above, and the waves become unstable
and break because they become critically steep. CrificaT steepness occurs
under forced wave conditions (Mooers, 1976; Balsillie et al. 1976) wherein
significantly high wind stresses produce instability and breaking. Such
waves commonly appear as spilling type breakers, often called white caps.

The other extreme occurs in nearshore shallow water depths. The
water depth is the most critical factor influencing wave stability. The
bed slope and wave steepness, although they have been considered to be
influential, are apparently of secondary importance. Breaking wave types,
while they may include spilling breakers, also may include other generally
recognized types such as plunging, surging and collapsing breakers.

Between the two extremes, the stability of waves is apparently dependent
on all three parameters, each of which may play a significant role. Breaker
type is commonly of the spilling type.

Where breaking occurs in nearshore shallow water depths, resulting in

Tittoral zone activity, the author has adopted the terminology, shore-



breaking waves. In deeper water, wave insfabi]ity is simply termed as breaking.
The work presented herein is caoncerned with conditions at the shore-

breaking position, and includes newly acquired field shore-breaker data

(Balsillie and Carter, 1980) in addition to the re-evaluation of existing

field and laboratory data. The goal of the work is to identify and evaluate

criteria useful for least equivocal coastal engineering design solutions

which require determination of conditions that induce shore-breaking.

PREVIOUS WORK

In deep water Michell (1893) found that the maximum 1imiting wave

steepness above which breaking occurs may be given by:

H

0 1
0 = = . 1
(Lo> 7 w

where H0 and LO are the deep water wave height and length, respectively, or

where from small amplitude wave theory Lo =g T2/(2n), by:

Ho 1
T2 = 14 5 » (2)
9 max

Using the data of the Beach Erosion Board (1941) and the fifth order

Stokes-Levi-Civita solution (Levi-Civita, 1924), for forced wave conditions

given by equations (1) and (2), then:

H(‘)) _
-2 = 0.64 3
(% |

max



as discussed by Balsillie (in manuscript) where Hé is the height of the deep
water wave crest lying above the still water level {SWL).
The maximum steepness for progressive waves in any depth of water is

given by Miche (1944) as:

=

1 2nd
( ) = = tanh (4)
max 7 L .

McCowan (1891) found that at the shore-breaking position the stability of

the wave profile is primarily dependent on the water depth to wave height ratio,

according to:

2 = 1.28° | (5)
subsequently supported Munk (1949), where the subscript 'b' refers to
conditions of the watér depth and wave height at the shore-breaking position.
Equation (5) was developed using solitary wave theory where the entire wave

1ies above the SWL. However, recent work (Weishar, 1976; Weishar and

Byrne, 1978; Hansen, 1976; Balsillie, in manuscript) suggests that:

HI

D2 o4 (6)
b

where HB-is that portion of the shore-breaker crest lying above the SWL

(see definition sketch of Figure 1).

Investigation subsequent to development of Equation (5) (Iverson, 1952a,

1952b; Galvin, 1968, 1969; Collins and Wier, 1969; Weggel and Maxwell, 1970;



Figure 1. Definition sketch of wave parameters at the shore-breaking
position (plunging shore-breaker).



Weggel, 1972a, 1972b; and Mallard, 1978) indicate, at the shore-breaking
position, that in addition to the water depth, there is a residual

dependance on the bottom slope. Galvin (1969) found that:

0.92 : (7)

I

e

tan o > 0.07

where o is the bottom slope leading to shore-breaking, and:

-— = 1.4 - 6.85 tan oy (8)
tan ey <.0.07

which are both referenced to the mean water level (MWL) rather than to the SWL .
used in this work. Galvin (1969) suggests that for tan @, on the order of
from 0.05 to C.1 the SWL is higher than the MAL {Figure 1) by a factor of

0.04 Hb , and where tan o, is about 0.2 by a factor of 0.08 H

b b*
Collins and Wier (1969) suggest that:
db -1
— = (0.72 + 5.6 tan ab) , (9)
b :
and Mallard (1978) concludes:
-1
db 0.997
— = |0.73 + 2.87 (tan a.) (10)
Hb b

Equations (7) through (10) are plotted in Figure 2. For equations (8),

(9) and (10), values of db/Hb are close fortan ay less than about 0.01 and may

*
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Figure 2. Comparison of results of predicted db/Hb using the relationships of
Galvin (1969), Collins and Wier (1969), and Mallard (1978) given by equations (7)

through (10) in text.



satisfactorily predict db/Hb where tan ay < 0.1. However, where tan oy is
greater than about 0.1 (i.e., ap > 6°), the use of equations (7), (9) and
(10) is not recommended. .

An additional parameter which may significantly influence shore-breaking
was investigated by Weggel (1972a, 1972b). The parameter, Hb/(g TZ),

termed the equivalent breaker steepness parameter, whose derivation is given

by Battjes (1974, p. 469) can be introduced into Weggel's empirical result,

to yield:
-1
d H
b b
= C - C (11)
Hb max 3 1 g T2
where
-19 tan @ .
c; = & 9 1.0 - e (12)

in which ¢y = 4,462 m2/s = 1.36 ftz/séc in unit-consistent’térms, and:

-1

¢y = 1.56 [1.0 + e ' : (13)

As noted, Weggel's relationship is concerned with predicting a maximum
design shore-breaker height. Even so, based on physical reasoning he has
incorporated 1imiting constraints for extreme values of the bed slope and
equivalent shore-breaker steepness parameter. He suggests that where the
bed slope approaches infinity (i.e., a vertical wall), the minimum value of
db/Hb will be one-half the theoretical value (based on the sum of the

incident and perfectly reflected wave components) wherein C3 approaches 1.56



and the value of (db/Hb) approaches 0.64 when the equivalent shore-breaker

min
steepness parameter approaches zero. It is interesting to note that for a
vertical slope, the maximum value of Hb/(g Tz) will be 0.0356. For deep
water conditions where according to the Michell (1893) condition

(Hy/Lg)

than Weggel's value. As the bed slope approaches a value of zero (i.e., a

_ 2 - B . . q
max - 1/7, then Hb/(g T°) max 1/(14%) = 0.0227 which is 36% less
flat bed), Weggel assumes that the effect of the slope should diminish and
the theoretical value of McCowan shall be more nearly valid, hence the
value of o approaches zero while C3 approaches 0.78 and the value of

(db/Hb)max becomes 1.28.

DISCUSSION

In this section several commonly recognized relationships for predicting
where shore-breaking will occur are discussed and evaluated, progressing from-
simplest to most comp1ex.. A major problem encountered when dealing with this
subject is that one deals with quite small differences between input variables
and parameters when, in fact, the errors and variabi]ity encountered when
measuring hydraulic conditions in the littoral zone are often comparable.

The measurement of wave heights and water depths at shore-breaking,
whether in the laboratory or field, is invariably difficult, if only because
one is dealing with a moving wave form. Laboratory measurements invo]ve
highly sophisticated types of sensors for heasuring surface elevations.
However, no sensors are capable of determining the point at whfch a wave
shore-breaks ..... that is, for spilling, plunging, surging, collapsing,
etc., ..... shore-breaker types, which is, ultimately, dependent on visual
recognition. Hence, it appears realistic to accept that errors creep into
laboratory results. In addition, shore-breaking seldom occurs in

precisely the same water depth because of complicating factors such as



wave reflection and wave interference, and where the bed is mobile by
changes in the subaqueous morphology caused by sediment transport processes.
Field measurements encounter similar problems. In the field, however, more
than one wave train is usually present which can introduce additional wave
interference problems. Because of the variability of breaker depth and the
magnitude of impact forces associated with shore-breaking waves in the field,
the use of laboratory-equivalent sophisticated sensor equipment is not
possible for the higher waves. Hence, less sophisticated measurement
techniques can potentially allow additional error to be associated with the
results. However, by dealing with the higher field waves, relative to the
smaller Taboratory waves, field error may in cases be offset of minimized.
From the above discussion it becomes evident, giQen state-of-the-art
measurement techniques, that error.wi11 invariably be associated with
shore-breaking data. While it is recognized that scientific progress
requires the development of measurement techniques which reduce the amount
of error, existing data already evaluated plus that developed in the interim
periodically deserves re-evaluation. It becomes not only important that as
much data as possible is available but that the range in data is as large
as possible. General characteristics of the field and laboratory data
used in this study are listed in Table 1. To date no study known to the

author has included such a large data base with such a large range in values.

Efféct of Shore-Breaker Height

The most straightforward and first known successful relationship
predicting where shore-breaking will occur was suggested by McCowan (1894),
given by equation (5). The relationship is evaluated in Figure 3 using 418
simultaneous measurements of db and Hb (i.e., 167 field and 251 laboratory

data pairs). Equation (5) is superimposed upon the data of Figure 3 and

10
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Table 1. General characteristics of the field and laboratory data used in analyses.

. | lb \"lb i “b
. b ¥ la TN
i) T {85) g 0

FLELD DATa

Gaillard (1904) 246-38  0.0200-0.0154
Scriptys (1945) Spec. Heag) 29 - - -
Sovipts (1945%) Leica Tvpe | S 0.0159 S, 450
Sevipty (1948) Leica Type L1 16 SIRCE Y 1anju 3,700
Balgsittie and Carter (1980) 24 -0.25 0 0)6 Q.54 011 00855

0.00201-0.01103

9.00103-0.004
2.00107-0.90
0.060624-6.,00540

LARDRATORY DATA

Fatnam, Munk and Traylor (1949
Natural Sand Reach 0.00458-9.01459

d . . 0.0009 ) . 001&“

-

0.054 G.088-0.143
0.144 0.046-0.949
0,249 0.087-0.107
0.100 Q.04 0 £

oD

Swooth Metal and Concrete 0.00{
" - [ ]

* % 0.13%9 0.90342¢
* * “ * 3 0.280 : 0.00411~0.01 456
w /4~ inch Fea Gravel 4 0.098 . 0.058-0.11 ; 0.00095-0.008%3
“ " * 5 0.143 0.061”6,101 R.ATY-0.143 1. OU* 2.32 0 0.00127-0.00084

0.118-0.145  1.05~ 1.98 0.002246~0.00925
0.963-0.138  0.84~ 1.97 0.00179-0.01258%9
Q.071-0.128  0.90~ 1.97 0.002156-0.01247

Munk (1949), Berkeley Expsd 5 0.009
0.054
4 0.072

9. 082-0.099

Munik (1949), B.E.H. Expsd @ 0.030 0.031-0.054 0.043-0.081 0.735~ 1.03 0.00327-0.00399
15 0.049 0.043-0.130 .04 BT 0.3~ 1.08  0.004446-0.01137
13 0.159 0.034-0.121 0.044-0.170 0.74~ 1.09 0.00374-0.010%9

Tverson ({952)7 13 0.020 0.05
15 0.033 0.0"
19 0.050 9.0430.
14 0.160 0.045-0.

$-0.121  0.085-0.154 0.90~ 2.65 0.00142-0.00939
O 1246 0.070-0.155%  1.05- 2,465  0.00080-0.00990
0.00195-0.010681

0.049-D.186%  0.74~
0.043-G.137 0.80~ 2.4 9.00119-0.01092

G.O70-H.101  Q.VH- 2,52 0.00120-0.00939
0.077T-0.129 1.6 ~ 2.5 0.00119-0.01092

Horvison and Crooke (iQBKP 3 9.020
3 0.100

Eowen, Inman and Sianeons (196&)3 i1 Q.082 9.04 -0.127 0.042-3.497 0.82- 2.%7 0.00214-0.00895

Komar and Simmons (1963)L3 10 0.034 Q. ATA4-0. 1886  0.9093-0.212 1.14~ 2,37 0.00193-0.00938
i4 0.070 H.030-0.159  0.040-0.184 0.8~ -.57 0.00173-0.010346
i1 .066 D147 00100182 Q.81 2,37 0.00174-0.00989

9 Q.108 0.035-0.170 0.0346-0.170 0.81~ 2.37 0.00098-0.01123

Weggel and Maxwell (19709 9 0.057 0.089-0.162 0.087-0.1869 1.28~ 2,05 0.00216~0.00803

- 4.8 0.00062-0.004622
0.00053-0.00507
- 4.8 0.00048-9.00585

Van Dorn (1978)3 4 0.922 0.13 ~0.166 0.138-0.208
4 0.049 D190 1862 0.111-06.217
4 0.083 01080158 0.093-0.154

b

d_.‘
..
o 2
CRERE
tl
>
;
=

Buhv Hansen and Svendsen (1979P 14 0.0292 O0.04%-0.129 0.047-0.14%9 0.83~ 3,33 0.00087-0.01092

asmmoth. tived beds.

eported by Munk (1949); 2reported by Gaughan, Komav avnd dMath " A973);
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o | ABORATORY DATA

FIELD DATA

+ Gaillard (1904)

& Scripps (1945), Leica Type I
v Scripps (1945), Leica Type II
x Scripps (1945), Spec. Meas.

o0 Balsillie and Carter (1980)

Figure 3. The McCowan equation superimposed on the data of Table 1. Data include 167
field and 251 laboratory points.
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appears to successfully represent the central trend of the data. It is to
be noted that the relative magnitude of scatter about the line appears to be
approximately equivalent for both laboratory and field data.

Statistical methods provide better assurance of the goodness of fit.

Commonly used regression techniques employ predictive regression which

upon regressing x on y minimizes only the sum of the squares of the
horizontal distances from the points to the fitted line. However,

enhanced assessment of the goodness of fit can be determined using functiona1
regression procedures discussed by Ricker (1973). He suggests, based on the
work of Teissier (1948), that the central tendency of the data might be more
adequately determined by finding the line which minimizes the sum of the
products of both the vertical and horizontal distances of each point from the
line. The slope of this line forced through the origin (i.e., x = 0,

= 0} is given by:.

Plus and minus limits, s', of the central line fitted by equation {14) to

the 95% confidence interval limit, are given by Ricker (1973), according to:

> v
1-r
[t (n - 2y == n° (15)
where n is the sample size, r is the Pierson product-moment correlation
coefficient, and ta/z(n - 2) is the Student's t value for n - 2 degrees of
freedom.

However, Equation (14) as it applies to the data of Figure 3 is

influenced more by the larger data values. For instance, for the field

13



data, m = 1.426 and for the laboratory data, m = 1.168, but for the data
combined m = 1.425. Hence, even though there are more laboratory data
than field data, the laboratory data influences the overall slope by only
0.07%. This condition introduces a significant problem since it is the
smaller magnitude laboratory data which probably represent the more precise
information due to the more sophisticated measurement techniques used. For
this reason, functional regression techniques are applied Separate]y to the
Taboratory and field data and the fitted slope, m, determined as a weighted
average. Resulting statistics are listed in Table 2, where for the data of
Figﬁre 3 the weighted average fitted slope is 1.271. 1In fact, if the listed
values of m for the laboratory and field data and the sample size of the field
data are held constant, then only 3 more laboratory measurements would be re-
quired to result in the McCowan coefficient of 1.28 for the laboratory and field
data combined (i.e., weighted average value). Plus and minus limits of the .
McCowan equation (i.e., where m = 1.28) are, from equation (15), 1.251 and
1.309. |

While it could be! viewed that the statistical results listed in Table 2
for equation (5) are fortuitous, two considerations should be noted:
1. both the laboratory and field data samples are significantly large, and
2. recognizing that statistical methods cannot always provide definitive
answers to sbecific numerical problems, the graphical approach can be used

to allow the reader to observe and render his or her own judgements.

Effect of Shore-Breaker Height and Bed Slope

0f the previously introduced equations which consider the bed slope in
addition to the shore-breaker height, the equation of Mallard (1978) ..... s

i.e., equation (10)..... has been selected for evaluation. Reasons for

14



st

Table 2.

Statistical results -- goodness

of fit of functional regressions.

I.D.

Field Data
11} m ¥

Labovatory Data
n v 5

ALl Data
0 0 v

n

HeCOWAN RELATIONSHIF

{Figure 3)

Independent Fit | 167 1.4256 0.9125 0,090 | 251 1.1468 0.8776 0.070 | 418 +.274x  0.9636 0.037
McCowan Equation | 167 1.28 Q.9125  0.070 | 2% 1.8 0.8776 0.05% | 418 .28 0.96346 0.029

HALLARD RELAfIDNSHIP (Figure 4)
Independent Fit ] 138 1,175 0.8403 0.108 ] 251 1.95% 0A8413 Q.07 1389 1.098%  0.9447 0,039
Correction | 138 1.0%8 0.8403 0.999 | 251 1.098 0.8413 0.045 J 3839 1.098 0.9447 0.03%5

WEGGEL RELATIONSHIF (Figuve 3)

Independent Fit [ 126 1.254 0.871%3 0.10% 251 1,159 0.9258 0.05%5 377 1.191%  0,9552 0.038
Corvection | 1246 1,491 0.8713 0,092 251 1,191 0.9258 0.046 {377 1.1914 9.9352  0.033

¥ UWeighted average upon which assessment

of 1he McCowan equation (assuming
essentially equivalent) and the covrected equations, ave based.

1.271 and 1.28 are



selection are: 1. the wave heights and water depths are referenced to the
SWL, and 2. Mallard's analysis used a significantly large sample (i.e. n = 213)
including seven laboratory studies and one field study.

Application of equation (14) to the available data indicates that
Mallard's equation underestimates the central tendency of the data by 10%

(i.e., from Table 2, 100[1-(5&/56)] = 100[1-(0.035/0.039)] = 10.2%, where s'

o
is associated with the corrected equation and sé is associated with the
original equation). The corrected equation is given by:

-1
db 0.997]
7— = 1.098 |0.73 - 2.87 (tan a.) (16)
Hb b

illustrated in Figure 4. Plus and minus limits of the coefficient correcting
the Mallard equation (m = 1.098), from equation (]5),‘are 1.063 and 1.132 -
(Table 2).

Visual inspection of Figure 4 illustrates that scatter associated with
equation (16) is somewhat greater than for the McCowan equation illustrated in
Figure 3. Statistics listed in Table 2 support the visual comparison,
wherein the correlation coefficient associated with the McCowan equation has
a larger value and the degree of relative scatter about!the fitted regression
lines, given by equation.(15), is 17% less than that associated with

Mallard's corrected equation.

Effect of Shore-Breaker Height, Bed Slope, and Equivalent Shore-Breaking

Wave Steepness Parameter

While (Weggel, 1972a, 1972b) introduced physical constraints in order to

yield more reasonable results for extreme conditions {equations (11) through

16
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+ Gaillard (1904) _
o Sceripps (1945), Leica Type I P
v Scripps (1945), Leica Type II ]
- o Balsiilie and Carter (1980)
1.0 -
E p
‘O.Q 7
ke
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: —rd
%
[<3]
=
0.1 —
0.01 I | 1 [ L 1 L g i | | ; )
"U70.01 0.1 1.0 10

Predicted db (m)

Figure 4. Measured water depth at shore-breaking versus the depth predicted from the

corrected Mallard reiationshﬁp given by equation (16). Data include 138 field and
251 laboratory points.
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(13)), he was primarily concerned with predicting the maximum shore-breaker
height. In this work, however, the intent is to determine the water depth
at shore-breaking for a shore-breaker more closely representing average
height conditions.

Application of equation (14) to the data yields a corrected equation

given by
-1
d H
b b
— = 1.191 |¢c, - ¢4 —= (17)
Hb 3 1 g TZ

illustrated in Figure 5, where ¢4 and cy are given by equations (12) and (13)
and Cy remains as specified earlier. Plus and minus limits of the corrected
equation, from equation (15), are 1.158 and 1.224.

Equation (17) results in better predictive precision than equation (11) -
for average conditions by 13% (i.e., from Table 2 ]OO[l-(sé/sé)] =
100[1-(0.033/0.038)] = 13.2%).

Visual comparison of Figures 3 and 5 illustrate that there is less
scatter for the McCowan equation than for equation (17). The correlation
coefficient for the McCowan equation is higher than for equation (17), and
the relative scatter about the fitted line is 12% less for the McCowan
equation.

Similar compariséns also show that Weggel's modified equation results
in somewhat better predictive precision than the corrected Mallard

equation

A NOTE ON THE SHORE-BREAKER TYPE

Weishar and Byrne (1979) report a statistically.significant difference
in the average value of db/Hb for plunging and non-plunging shore-breaker

types (note that Weishar (1976) originally defined the non-plunging waves
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Data from Balsillie and Carter {1980).
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CLOSURE

With the recognition that conditions at shore-breaking are:complex and
that the difference between db and Hb is relatively small, then one may expect
a certain amount of inherent variability (which can commonly be significant
relative to the small difference between dy and Hb) and, hence, scatter in
the measured data. For this reason, a significantly large sample of data,
characterized by a wide range in values, has been used to reassess commonly
used relationships for prediction of shore-breaking occurrence. Relationships
evaluated proceed from simple to complex incorporating, progressively, the
wave height, bed slope, and wave steepness.

The more complex relationships such as that in the form of the corrected
Mallard equation which incorporates the wave height and bed slope {valid
only where the bed slope is less than about 0.1), and that of the modified
Weggel equation which incorporates wave height, bed slope and wave steepness,
result in greater scatter, both statistically and graphically, than does.the
McCowan equation which incorporates the wave height only. This result does
not absolutely discount the applicability of the more complex equations
(bearing in mind any noted domain limitations). It does, however, on the
basis of existing data and its associated variability which may be expected
from existing measurement techniques, suggest that until refined measurement
methods are found which may be used in botﬁ the field and laboratory, the

McCowan equation provides the best predictor of db/Hb°
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as spilling shore-breakers). For plungers the average value of db/Hb was

1.15 (n = 70), for non-plungers 1.47 (n = 46), and for the data combined

116). Weishar obtained his data from a photographic study in the

1.27 (n
field. The data base was obtained from three film runs over a one hour
period. Assuming that wave conditions may change significantly within a
20-minute period {Balsillie and Carter, in manuscript), then at a minimum
the data represent three wave trains. Judging from shore-breaker type
frequency plots (Weishar and Byrne, 1979, Figure 6, p. 494) three to four
wave trains may have been shore-incident during the experiments. Hence,
assuming a maximum of four wave trains, their data may actually represent
a maximum of 12 points. In other words, it may have been more reasonable
to calculate the average»va]ue of db/Hb for each wave train, rather than
averaging all the data.

The data of Balsillie and Carter (1980) were manually measured by two
individuals using a staff at the shore-breaking location (i.e., where the
front face of the wave crest was vertical for plunging shore-breakers,
and where phe top of the wave crest began to break and "foam" for spilling
shore-breakers). Crest and trough heights were measured for thirty
shore-breakers taking care that the measurements represented a single
wave train, from which average values of db and Hb were determined. Results
for 26 sets of data, representing 780 :individual crest-height measurements,
are plotted in Figure 6. Spill-plunge shore-breakers occurred: where, in
the Tongshore direction, a combination of shore-breaking characteristics were

noted to consistently occur along the wave crests. Such mixed shore-breaker

type occurrence per wave crest probably corresponded to local alongshore
differences in bed slope, and diffraction effects, etc. It is suggested
" from Figure 6 that db/Hb applies equally to shore-breakers regardless of

the shore-breaker type.
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